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The spatial distributions of ionizations and other inelastic 
events in charged-particle tracks are important quantities that 
influence the final outcome of radiation interaction. Calcula- 
tions of such distributions are presented for the tracks of elec- 
trons in the energy range 100 eV to 10 keV in liquid water and 
water vapor, and the results are compared. The distributions 
include the frequency of nearest-neighbor distances for all ine- 
lastic events, the mean nearest-neighbor distances for ioniza- 
tions and for all inelastic events as a function of electron energy, 
the frequency of distances between all ionizations and all inelas- 
tic events, and the farthest distances between all inelastic events 
in electron tracks. The physical differences between liquid water 
and water vapor are discussed in terms of the respective inverse 
mean free paths, the collision spectra, and the nonlocalization 
of energy losses that are likely to occur in the liquid. ? 1991 
Academic Press, Inc. 

INTRODUCTION 

Understanding the basic mechanisms of radiation dam- 
age to biological systems continues to be a significant prob- 
lem. It has become increasingly clear that sensitive biologi- 
cal targets on the order of nanometers in size (e.g., the DNA 
molecule) play an important role in the production of bio- 
logical effects. Consequently, spatial correlations of chemi- 
cal changes produced by a charged particle within distances 
of the order of nanometers are important for determining 
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the response of biological systems to ionizing radiation 
(1, 2). 

Measurements of the interaction of a charged particle 
with an isolated molecule can be made in the gas phase, and 
a number of such experiments have been carried out. How- 
ever, interaction with a molecule in the liquid is also in- 
fluenced by its neighbors, and the molecule does not always 
act individually. Indeed, when a charged particle traverses 
liquid water, some of its energy might be imparted to a 
quantized collective state (plasmon), which may involve 
the coherent oscillation of - 109 electrons (3). The plasmon 
can subsequently decay by a specific localized transition, 
which can produce an excited or ionized water molecule 
nanometers away from the location of the corresponding 
energy-loss event of the incident particle. Other differences 
also characterize the liquid phase. For example, the ioniza- 
tion threshold, which is 12.6 eV in water vapor (4), may be 
as low as 8 eV in the liquid (3). The liquid also has a lower 
value for the average energy required to produce an ion pair 
(about 20 eV/ip), compared with the measured and calcu- 
lated value of about W = 30 eV/ip for the vapor at high 
electron energies. 

For studying the effect of phase differences on charged- 
particle tracks in water, we have used the Monte Carlo com- 
puter code, MOCA-8, developed at GSF for calculations of 
the transport of electrons in the vapor (5) and the Monte 
Carlo computer code, OREC, developed at ORNL for cal- 
culations in the liquid (6). In earlier publications (7-9), we 
have discussed the physical bases for the two different com- 
puter codes and have compared various aspects of energy 
deposition, yields, and fluctuations that occur in the two 
phases at unit density. Kaplan et al. have also made inde- 
pendent studies to compare liquid water and water vapor in 
their calculation of primary product yields (10). The pres- 
ent paper addresses differences in the spatial patterns of 
energy deposition and ionization. 

Spatial correlations of ionizations and other inelastic 
events over the nanometer distance range are of interest for 
several reasons. First, they determine the initial spatial rela- 
tionships of the active chemical species produced in an irra- 
diated system, which are important for determining the 
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subsequent chemical interactions that occur within a 
charged-particle track (11, 12). When the particle interacts 
with liquid water, it produces ionizations and excitations 
within a very short time (- 10-15 s in local regions of its 
path). These initial disturbances result in the production of 
reactive chemical species, such as OH and H radicals, H3O+ 
ions, and hydrated electrons, by - 10-12 s. The species then 
diffuse and interact with one another or with other mole- 
cules that are present (13-15). These chemical reactions, 
which occur stochastically, are strongly dependent on the 
spatial distribution of the initial events in the track (11, 12, 
16, 17). Second, biological systems are often able to repair 
certain kinds of damage produced in isolated events. How- 
ever, multiple damage sites within close proximity of each 
other might lead to damage that cannot be repaired com- 
pletely or that might be misrepaired, thus leading to perma- 
nent changes in the system. 

In this paper we first review the main underlying physical 
quantities, i.e., the inelastic inverse mean free paths, or mac- 
roscopic cross sections, for both ionizations and all inelastic 
events for water in its liquid and vapor phases. We also 
discuss the nonlocalization function that is used to describe 
the spatial effects associated with the assumed collective 
excitation and decay in the liquid. We then present and 
compare the results of several calculations made for water 
in the two phases. These include nearest-neighbor distribu- 
tions, distance distributions for all inelastic events, and dis- 
tributions of "farthest" events in electron tracks. The paper 
focuses on electrons having initial energies in the range 100 
eV to 10 keV. 

COMPARISON OF PHYSICAL DATA FOR 
LIQUID AND VAPOR PHASES 

Reference (7) gives a detailed description of the physical 
differences represented in the two Monte Carlo codes, 
MOCA-8 and OREC, for water vapor and for liquid water. 
The two features that have a direct effect on the spatial 
distributions of inelastic events are the respective inverse 
mean free paths and the nonlocalization of energy losses 
that takes place exclusively in the liquid. We discuss these 
two aspects of the calculations in this section. 

The inverse mean free paths (IMFP), or macroscopic 
cross sections, for ionization and total inelastic scattering 
for electrons in water in the liquid and vapor phases at unit 
density are shown as functions of energy in Fig. 1. The 
inverse mean free path for excitation (not shown) is the 
difference between the total and the ionization inverse 
mean free paths. The ionization inverse mean free paths are 
very similar above 300 eV. Above about 40 eV, the ioniza- 
tion inverse mean free path is larger in the liquid; at lower 
energies the situation is reversed. The mass stopping powers 
of the two phases are very similar at all energies (9, 18). 
Figure 1 shows that the relative portion of energy loss in 
excitations and ionizations is considerably different in the 
two phases. The effect of these differences, coupled with the 
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FIG. 1. Inverse mean free paths (IMFP), or macroscopic cross sec- 
tions, for ionization and total inelastic scattering for electrons in water in 
the liquid (-) and vapor (---) phases. 

generally "harder" single-collision spectrum for the liquid 
(7), results in the lower W value found for the liquid. The 
relative yields of excitations and ionizations determine the 
relative yields of the different reactive chemical species (H, 
OH, hydrated electron, and H30+) in an electron track at 
10-12 s, when diffusion-controlled, intratrack chemical reac- 
tions start to take place (16, 17). 

As mentioned already, energy transferred to the liquid 
from an electron can be shared collectively by a large num- 
ber of electrons. This subject has been reviewed recently by 
Ritchie et al. (19). Collective excitations in the condensed 
medium are assumed to be centered about the path of the 
electron and to relax through several channels for single- 
and many-particle decay. The probabilities for different 
modes of decay are taken to be proportional to the imagi- 
nary parts of the respective partial dielectric functions and 
to depend on the lateral distance b from the track. As de- 
rived in the Appendix, we use the following probability 
P(b)db for interaction at a lateral distance between b and b 
+ db from an electron track (6, 19): 

e-wbfv-ybdb 
P(b)db = C b 

Here h w is the energy loss, v is the electron speed, y = 5 and 
bo = 0.2 nm are constants, and Cis a normalization factor. 
We assume that collective excitations are limited to energy 
losses hw < 50 eV and to lateral displacements b < 10 nm. 
When such an excitation occurs in the computer simula- 
tion, a distance is selected from the distribution P(b) and a 
point of interaction is chosen in a random azimuthal direc- 
tion at a point displaced laterally by this distance from the 
electron's path. 

The effect of the nonlocalization algorithm is shown in 
Fig. 2 for electron energies of 100 eV and 1 and 10 keV. 
(For the vapor, the corresponding distribution is a 6-func- 
tion at b = 0 for all energies.) At 100 eV, an average of about 
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tances from the paths of 100-eV and 1- and 10-keV electrons in liquid 
water. Only events involving energy transfers of less than 50 eV are treated 
as nonlocal. 

96% of the inelastic collisions of an electron involve nonlo- 
cal energy losses; at 500 eV and above, the corresponding 
figure is 80%. When a 100-eV electron and all of its secon- 
daries are slowed down completely, nonlocal energy-loss 
events constitute over 99% of the total. For a stopping elec- 
tron of energy b500 eV and all of its secondaries, about 
94% of all inelastic collisions are nonlocal. 

DISTANCE MATRICES 

Basic information about the spatial aspects of inelastic 
collisions within a complete electron track is contained in 
the "distance" matrix, defined in the following manner. All 
inelastic events for an electron and all of its secondaries, 
transported to subexcitation energies, are numbered 1, 2, 3, 
* * * n in an arbitrary order (e.g., the order in which they 
occur in the calculations), where n is their total number. 
The matrix is constructed with elements rij, giving the dis- 
tances between all pairs of events i andj. The matrix is thus 
symmetric with rank n and has diagonal elements of zero 
(rii = 0). 

An example of a 100-eV electron track in liquid water is 
shown in Fig. 3a, where each dot represents the location of 
an inelastic event, projected into the plane of the page. This 
particular track contains a total of n = 9 such events for the 
initial electron and its secondaries. The original electron 

started at the origin (x = y = z = 0), traveling in the direc- 
tion of the positive x axis with an initial energy of 100 eV. 
After a number of elastic scatterings, the electron experi- 
enced its first inelastic collision-an ionizing event at the 
location i = 1. After nine inelastic events, all electrons have 
subexcitation energies, i.e., energies below the assumed 
threshold of 7.4 eV for electronic transitions in liquid 
water. 

The distance matrix in Fig. 3b is calculated for the track 
in Fig. 3a. It illustrates the basis for computing a number of 
distribution functions presented in subsequent figures. For 
example, the distribution of nearest-neighbor distances for 
the nine event locations can be read from the matrix. These 
nearest-neighbor distances are, for i, j = 1, 2, .* * 9, as 
follows: rl2 = 1.6, r24 = 0.7, r31 = 1.9, r42 = 0.7, r56 = 0.7, r65 
= 0.7, r79 = 1.2, r89 = 0.9, and r98 = 0.9 nm. By making 
computations for a large number of tracks, one can derive 
the mean frequency distribution for the nearest-neighbor 
distances for inelastic events, the mean distance of nearest 
neighbors, etc. 

Alternatively, one can calculate distance matrices for cer- 
tain excitations or ionization events alone. Some of the anal- 
yses below are carried out separately for different inelastic 
events. 

SOME DISTRIBUTIONS FOR SIMPLIFIED TRACKS 

Before presenting our findings for actual electron tracks, 
it is instructive to consider some nearest-neighbor distribu- 
tions computed for a few idealized, artificial tracks. 

First, we consider a particle that continually travels along 
a straight line and has an inelastic collision every time it 
moves a given distance z0 along that line (no elastic scatter- 
ing). In this case of equidistant collisions along a straight 
line, the nearest-neighbor distribution function for inelastic 
collisions is a b-function at z = zo, the distance between 
collisions. If, instead of the nearest-neighbor distribution, 
one plots its complementary cumulative distribution func- 
tion, i.e., the relative number of inelastic collisions that 
have their nearest neighbor at a distance greater than z, then 
one obtains the step-function curve, labeled (1) in Fig. 4, for 
the relative distance z/zo. 

Second, we treat equidistant inelastic scattering events 
again (event separation Zo), but with an isotropic change in 
direction (in three dimensions) each time the scattering oc- 
curs (no elastic scattering). The resultant distribution is 
curve (2) in Fig. 4. In this case, the tracks can "bend back" 
on themselves and produce events closer together than z0, 
as seen in curve (2) where the function drops below the 
previous step function. Since the nearest neighbor is never 
more than a distance zo away, the distribution function is 
again zero for z > z0. 

It is interesting to note that curve (2) has the computed 
value 0.24 at z = z0. For the site of a third collision to be a 
distance zo from the first, the line between the second and 
third must make an angle of 60? with the line connecting 
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FIG. 3. (a) Example of a complete 1OO-eV electron track with its secondary electrons. Each dot represents the position, projected into the xz plane of 
the figure, of one of nine inelastic events experienced by the primary or a secondary electron. The original electron started at the origin in the direction of 
the positive x axis, as shown by the arrow. (b) Distance matrix for all pairs of inelastic events in the 100-eV electron track shown in Fig. 3(a). 

the first and second. The three sites then form an equilateral 
triangle. Rotation of this triangle about the line connecting 
the first two collisions gives a right circular cone, within 
which any third event will be no farther away than z0 from 
the first. The 120? of the cone sweeps out exactly one- 
fourth of the total 4ir-steradian solid angle available for the 
third collision. Thus the value 0.24 at z = z0 calculated here 
(with 100 collisions per track) is very close to the theoretical 
value 0.25 for a track with only three inelastic events. 

Case (3) in Fig. 4 shows an example of a straight-line path 
with a constant inelastic scattering cross section, i.e., an 
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FIG. 4. Probability that nearest neighbors for inelastic events are at a 
relative distance greater than z/zo, calculated for the conditions described 
in text: (1) straight line, constant distance z0 between inelastic collisions, 
no angular scattering; (2) equidistant inelastic collision distance Zo, but 
with isotropic scattering each time, no elastic scattering; (3) straight line 
with random exponentially distributed flight distances (macroscopic cross 
section A = 1/Zo), no angular scattering; (4) random exponentially distrib- 
uted flight distances (,t = 1/Zo) with isotropic inelastic scattering, no elastic 
scattering; (5) same as (4) with a random number (average = 9) of isotropic 
elastic scatterings between inelastic events. 

exponential probability of traveling a given distance z be- 
tween inelastic collisions. The inelastic mean free path is zo, 
corresponding to a macroscopic cross section A, = l/zo. Case 
(4) is the same as (3), except that an isotropic change in the 
direction of travel is selected at each collision (no elastic 
scattering). As seen from the figure, this angular scattering 
apparently has only a small additional effect on the cumu- 
lative distribution. 

Frequent isotropic elastic scattering tends to make the 
motion of electrons more diffusive in nature, with a result- 
ing shift of nearest neighbors for inelastic events to shorter 
separations. We superimposed stochastically on the condi- 
tions used to obtain curve (4) an average of nine isotropic 
"elastic" scattering events between every inelastic collision. 
The resultant distribution is shown as curve (5) in Fig. 4. 
Comparison of curves (4) and (5) shows the effect of elastic 
scattering in this example in bringing the nearest inelastic 
events closer together. 

Figure 5 shows the frequency distributions for the five 
cumulative plots in Fig. 4. The frequency for case (1) is a 
6-function at unity, the only possible nearest-neighbor dis- 
tance. Case (2), which permits distances less than unity, also 
gives a 3-function at unity, the maximum possible nearest- 
neighbor separation. 

NEAREST-NEIGHBOR DISTANCE DISTRIBUTIONS 

The procedure described in the section on distance matri- 
ces was carried out to calculate the nearest-neighbor distri- 
butions for all inelastic events in electron tracks in liquid 
water and in water vapor at unit density. The results for 
electrons of initial energies of 100 eV and 1 keV are shown 
in Fig. 6, where the frequency distributions for nearest 
neighbors are plotted as functions of distance. The curves 
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FIG. 5. Differential relative frequency distributions for the five cumu- 
lative plots shown in Fig. 4. 

for 10-keV electrons, not shown, are close to those for 1 
keV. The most probable nearest-neighbor distance is about 
0.6 nm in the liquid, compared with about 0.1 to 0.2 nm in 
the vapor. This difference is due mainly to the assumption 
of collective states in liquid water. 

The effect of the nonlocalization of energy absorption in 
the condensed phase for 100-eV electrons is shown by the 
curve marked NN, which was computed with the nonlo- 
calization algorithm "turned off." While this distribution is 
shifted to shorter distances relative to the other liquid curve 
for 100 eV, it is still relatively far from the corresponding 
curve for the vapor. The remaining difference is due mainly 
to the longer mean free path in the liquid between subse- 
quent collisions (see Fig. 1). 

Figure 7 shows the mean distance between nearest neigh- 
bors for ionizations and for all inelastic events in the tracks 
of electrons of given initial energies in liquid water and 
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FIG. 6. Nearest-neighbor distributions for all inc 
tracks of electrons with initial energies of 100 eV and 1 ki 
(-) and water vapor (---); curve labeled NN ("no nonlo 
distribution for the liquid at 100 eV with the nonlocal 
transfer turned off in the calculations. 
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FIG. 7. Mean distance between next neighbors for ionizations and for 
all inelastic events in the tracks of electrons of different initial energies in 
water in the liquid (-) and vapor (---) phases. 

water vapor. This average is but one measure of the com- 
pactness of charged-particle tracks. It is seen that these 
mean next-neighbor distances are larger in the liquid at 
electron energies below about 10 keV, where they are com- 
parable. This finding reflects the nonlocalization of energy 
losses in the liquid. The moderate energy dependence at the 
lower energies reflects the highly diffusive but compact spa- 
tial character of the electron tracks. At higher energies, the 
mean values increase, the relative change being larger for 
the vapor. This behavior probably reflects the harder colli- 
sion spectrum for electron energy losses in the liquid at 
these initial electron energies. As seen in a comparison of 
the slowing-down spectra (7), the initial energy of the pri- 
mary electrons is less rapidly degraded in the vapor, result- 
ing in tracks that are somewhat less compact on a larger 
scale. 

DISTRIBUTIONS FOR ALL EVENTS 

We next compare the frequency distributions for all in- 
elastic events and for ionizations in liquid water and water 
vapor. These are plotted in Figs. 8 and 9 for electrons with 
initial energies of 100 eV and 1 keV. As with the nearest- 
neighbor distributions in Fig. 6, nonlocalization of energy 
losses and the harder collision spectrum in the liquid greatly 
reduce the probability that any pair of events occur at a 

.-.t~-,. separation of less than several tenths of a nanometer. In 
2.0 2.5 contrast, such separations (at unit density) are common in 

the vapor. As mentioned above, subsequent chemical reac- 
tions that occur in irradiated media are strongly dependent 

elastic events for on these initial distributions (11, 12, 16, 17). Figures 8 and 
eV in liquid water 
icalizationisthe 9 clearly bring out the expectation that significant differ- 
lization of energy ences are to be expected between calculations of the later 

chemical evolution in a track, depending on whether track- 
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FIG. 8. Distance distributions for all inelastic events in tracks of 100- 
eV and l-keV electrons in water in the liquid (-) and vapor (---) phases. 

structure results for the liquid or the vapor are used as 
input. 

FARTHEST DISTANCES BETWEEN EVENTS 

It is also of interest to consider the distribution of farthest 
distances between any two inelastic events in electron 
tracks (as another measure of track compactness). Calcula- 
tions at 100 and 500 eV show that the electron tracks in the 
liquid are considerably more spread out than in the vapor, 
again due mainly to the nonlocalization of energy losses 
and the harder collision spectrum in the liquid. At 1 keV, 
there is no great difference in the distribution of farthest 
distances; for 5 keV and higher energies, tracks in the vapor 
are characterized by larger values of the farthest distances. 

Figure 10 gives the farthest distance that is exceeded by 5 
and 50% of the electron tracks at a given energy in the liquid 
and vapor. At energies <700 eV the liquid curves lie above 
those for the vapor, then the curves cross, and the distances 
are somewhat larger for water vapor. At higher energies, the 
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FIG. 9. Distance distributions for all ionizations in tracks of 100-eV 
and l-keV electrons in water in the liquid (-) and vapor (---) phases. 
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FIG. 10. Farthest distances exceeded by 5 and 50% of the tracks of 
electrons as a function of their initial energy in liquid water (-) and water 
vapor (---). 

distance exceeded by 5% of the tracks becomes comparable 
to the csda range. 

SUMMARY 

In this study we have compared results of Monte Carlo 
computations carried out for water in its vapor and liquid 
phases, with particular emphasis on the spatial distributions 
of inelastic events. The assumed nonlocalization of energy- 
absorption events in the liquid, differences in the mean free 
paths, and the harder collision spectrum are found to have 
pronounced effects in "separating" neighboring events out 
to distances of several nanometers, compared with the va- 
por. In addition, the liquid is characterized by a larger cross 
section for ionization. These effects in the condensed phase 
can be expected to play an important role in subsequent 
intratrack chemistry and in producing different types of 
indirect and direct biological damage. 

APPENDIX 

The localization of initially unlocalized excitations in a 
water medium is far from being well understood. Experi- 
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ment furnishes little guidance about the details of this pro- 
cess in complex molecular liquids. Nevertheless, we feel 
justified in adopting a simple approach to estimate its ef- 
fects in irradiated water. As originally implemented in 
OREC, the localization mechanism was modeled using a 
collective picture to describe excitations created by charged 
particles. The basis of this model can be described as fol- 
lows. 

Assume that the swift charged particle has charge Ze and 
mass M and proceeds through the condensed matter me- 
dium with speed v. The interaction Hamiltonian between 
the particle and collective modes in the system can be taken 
as 

2irZ2 6 
2 2 

A = I a2q(V q 2M q), 
q 2 

(A7) 

where v = pi/M in atomic units. For simplicity and to ob- 
tain an analytical form for the radial distribution, take Wq 

wp. Then converting the sums to integrals as Q 
-- oo, 

neglecting the second term in the energy-conserving b-func- 
tion, and resolving the vector q as 

q =Q+ ) p 
(A8) 

where the Q is perpendicular to v, we find 

He = Z aq eiq'r (bq + b+), 
q 

(Al) 

where bq is a destruction operator for a collective excitation 
with wave vector q, and the coupling constant is 

2 
2 he 2 (A2) 

q 
?2wqq2 

Here, Q is the normalization volume, wp is the plasma fre- 
quency of the electronic system, and the eigenfrequency of 
a plasmon with wave number q is 

Wq = 2 + /2q2 + ^2 q4, (A3) 

where 0 is the speed at which disturbances propagate in the 
valence electron gas. The q2 term has its origin in the disper- 
sion of electrons in the medium and the term containing q4 
represents quantal recoil of the electrons. 

To proceed with the theory, assume that the state vector 
of the initial state may be written 

ipi' r 

i> = 10 ) (A4) 

and that the final state vector may be expressed as 

eiPf. r 

If) = | b I 0>), (A5) 

where 1 O) is the vacuum state of the collective-mode field. 
First-order Golden Rule perturbation theory gives for the 

inverse mean free path, A-1 for plasmon creation, 

A- = 
2 

I(f Hep I i 26(ep - pf- wq), (A6) 
Pf q 

where Ep = p2/2Mand we use atomic units henceforth. Eval- 
uating the sum over pfone finds 

A- Z2W 
2 d2Q 

2vv2 Q2 + W2/p2 ? (A9) 

This equation may be written in the equivalent form 

A-1 Z2o d2Q 
27rv2 VQ2 + W2Vv2 

x f d/Q,2- 2/2 $62(Q - Q'), (A10) 
Vq2 + p/V22 

or, using the identity 62(Q - Q') = f d2beib"(Q-Q')/(2X)2, one 
has 

A-1 Z2 f S d2b d2QeiQ'b 

87r3v2 d VQ2 + U02/,2 
d2Q,e-iQ-'.b 

VQ2 + o2/V2 
' 

Then 

A-' = 2 p 2b d2QeQ.-b 2 
8rr3v2 VQ2 + 2/2 

(A12) 

The integral over Q may be evaluated in terms of elemen- 
tary functions. We assert that one may regard the integrand 
of the b integration as a differential inverse mean free path 
for interaction with the medium in the impact parameter 
variable b per unit volume in impact parameter space; then 
one writes 

d2A-1 _ ZZp 'e2wpb/' 

d2b 2irv2 b2 (A13) 

for the differential inverse mean free path in the two-di- 
mensional parameter space. A more accurate result that 
does not diverge as b -- 0 would be found by retaining the 
full q dependence of wq. One can show that d2A-'/d2b di- 
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verges only logarithmically as b -- 0 and that A-1 is thus 
finite, as it must be. A more accurate expression is 

d2A-1 7rZ2w3 2/b-\ \2lbc+\ 
d2b = 

16f I22(/ob-_ o )K (A14) 

where w, = (wpl2)Vl + 1/2f/v and Io and Ko are modified 
Bessel functions of order 0. This expression is valid when v 
> 3 1 a.u. and reduces to that given in Eq. (A13) when b 
> v/wp. For purposes of orientation, we note that the screening 
length v/op is - 14 nm for a 100-keV electron in water, - 1.4 
nm for a 1-keV electron and 0. 14 nm for a 10-eV electron. 

This approach may be extended to yield a differential 
inverse mean free path for the creation of two excitations in 
the medium by the swift charged particle. Figure 11 shows 
Feynman diagrams representing the lower-order interac- 
tions corresponding to this process. 

Standard second-order perturbation theory gives the fol- 
lowing expression for the inverse mean free path, A-1, 

- 2TZ2 q a q2b3(pi 
- Pf - q2)3(po - Pi - ql) 

v2 q2l 2 Pf Pi ePo 
- 

i 
- 

Wql + i 

+ Z qaq263(pi - Pf- q,)63(p0 
- Pi - q2) 2 

Pi EPo - Pi - q2 + i' 

x b(Epo - p- f q1 - Wq2). (A15) 

Here po is the wave vector of the particle in its initial state 
and y is the damping rate of the collective state. Although 
the damping rate in general depends on the momentum of 
the state, we assume for simplicity that it is constant. 

Simplifying Eq. (A15) with the aid of the Kronecker b's 
and letting Q -- oo we find 

A -8 3 f 
d3q, 

f d3q20 

X 6(v0.ql + vi,q2 - 
0q1 - Zq2)lrql,q212 (A16) 

rq",q2 + . (A17) q2 v *q - wp + iY * q2 -p + iY 

In obtaining this expression dispersion of the collective 
mode (wq w p) and recoil of the charged particle have been 
neglected. Following a procedure similar to that used above 
and employing approximations appropriate to large values 
of the coordinates, one finds 

d5A- 47r2W2Z2 e-2wp1^v e-2wp2/v 

d2bld2b2dz v4 b21 b2 

This describes the probability of two interactions by the 
particle per unit path length in the medium per unit volume 
in impact parameter space for interaction 1, per unit vol- 
ume in impact parameter space for interaction 2, and per 
unit separation, z, between the interactions. This result is 
neat and compact and seems quite in accord with intuition. 

In work with OREC the above results have been used to 
model the localization of initially unlocalized excitations 
created by electrons or ions in water. For simplicity in repre- 
senting the localization process in a Monte Carlo calcula- 
tion, it was assumed that all energy losses in amounts less 
than 50 eV by swift electrons or ions were initially unlo- 
calized and subsequently localized at radial separation r 
from the point at which the energy loss is found to occur in 
the Monte Carlo calculation. The distribution from which 
this radial distance is chosen is taken to be 

exp(-wb/v y) 
P(b)db = exp(-b/) bdb. 

b2 + b2 (A19) 

Here ho is the energy loss, y is a constant of the order of 
unity, bo is a constant -0.1 nm, and C is a normalization 
constant chosen such that fJ^gm P(b)db = 1. In these calcula- 
tions bmax is chosen to be 10 nm. The constant y is intended 
to represent, schematically, propagation of coherent excita- 
tions before localization as well as our lack of knowledge 
about the localization process in a complex molecular liq- 
uid such as water. It was taken equal to 5 to emphasize the 
radial extension of the localization process, and may be 
altered when relevant experimental data become available. 

Recent experimental data have indicated that coherent 
excitations created by swift charged particles in metallic 
systems have a rather narrow radial extension about the 
path of the particle. Scanning transmission electron micros- 
copy (STEM) experiments on plasmon losses in the vicinity 
of a metallic boundary show spatial resolution -0.4 nm 
when the quantity v/w appropriate to the experiments is 
quite large, i.e., -4 nm (20). Similar high resolution is 
achieved in band gap spectroscopy of defects in semicon- 
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ductors (21). Recent work in STEM has shown that it is 
possible to obtain secondary electron signals with - 1 nm 
spatial resolution and 1 eV energy resolution again when 
the parameter v/o corresponding to the experiments is -4 
nm (22, 23). We have given theoretical justification for the 
high resolution observed for free-electron-like systems (19, 
24, 25). 

However, in view of the uncertainties in our knowledge 
of fundamental interactions in complex molecular liquids, 
and in view of the good agreement found (17) between cal- 
culations based in part on the OREC transport code and 
measurements from electron pulse radiolysis, we feel justi- 
fied in retaining the presently implemented algorithm for 
representing localization of initially unlocalized excitations 
in water until additional data become available. 
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