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Yeast expression-array analysis goes molecular
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Combining expression-array analysis with molecular

mechanisms of transcription control is an approach

that is still in its infancy. Currently, the best understood

eukaryotic organism is Saccharomyces cerevisiae, and

it is with the genome of this organism that most pro-

gress in molecular array analysis has been achieved.

Molecular analysis, in the form of de novo motif detec-

tion, has recently been combined directly with expression-

level analysis, bypassing clustering solely by statistics

of expression levels or by restricting analysis to known

transcription factor binding sites. This has identified

several sets of transcription factors and their target

genes, complementing similar approaches. These studies

might significantly enhance similar analyses for human

and mouse expression arrays, demonstrating the huge

potential of integrated sequence and expression-level

analysis.

The use of expression-array analyses gained momentum
following the arrival of full genomic sequences of eukary-
otic organisms, starting with Saccharomyces cerevisiae
in 1996 and reaching an initial peak with the release of
the human genome sequence draft in 2000 (published in
2001 [1]). This provided whole genomic sequences and a
genome-wide high-throughput method to study gene
expression [2]. However, it quickly became clear that
there was a wide gap between the expression data and
their interpretation in functional terms, with no direct link
to the genomic sequence. There is, of course, a link to
cDNA, but not in the genomic (e.g. regulatory) context.
Cluster analysis of corresponding cDNAs from the micro-
arrays, with respect to expression level or even change in
expression level in response to treatment of cells, often left
the majority of the data without interpretation. Most
clusters contained genes that did not make immediate
sense as coexpressed groups. There are several reasons for
this frustrating experience. First, it is impossible to look at
cellular processes such as the transcription of specific
functionally related genes as isolated events. The picture
we get from microarray experiments is like an aerial view
of the morning traffic in a megacity, with hundreds or
thousands of different traffic streams intermingled, rather
than an orderly entourage of vehicles moving towards one
destination, each clearly separable from the other traffic.
Second, gene expression and its changes are governed to a
large extent by gene promoters and other regulatory
regions but not by the cDNAs used as tags for identifi-
cation of the genes, which requires analysis of expression

levels in relation to promoters, not cDNAs [3]. Conse-
quently, it is imperative that we focus on regulatory
sequence analysis (e.g. promoters) to determine why genes
are co-regulated. Analysis of promoters rather than
cDNAs allows the study of the molecular basis of tran-
scription. However, promoters must be grouped in a mean-
ingful manner before analysis, to distinguish the many
simultaneous but distinct events occurring in every micro-
array experiment [4]. Promoter analysis itself then usually
focuses on transcription factor binding sites, which are
intricately connected with transcription control in virtu-
ally all organisms [5].

Such studies are most advanced in S. cerevisiae owing to
the availability and almost complete annotation of its
genome. Finding the physical location of yeast promoters
is simple because most are located upstream of the open
reading frame (ORF), with only a short untranslated 50

region (50-UTR) between the coding region and the pro-
moter. Consequently, yeast promoters have been used for
genome-wide analyses in several studies [6].

However, there is an inherent problem in analyses
based solely on statistics of expression levels (or differ-
ences), and in focusing on predefined binding sites.
Transcription factors can, in principle, bind many more
sequences than they act on functionally. In a pure in silico
approach starting with transcription factor binding sites
this introduces a significant background, which cannot
be avoided by computational means alone. By contrast,
statistical clustering of genes by expression data cannot
distinguish between genes co-regulated by a common
factor or coexpressed by different mechanisms. The
unrelated genes detected by both methods jeopardize
biologically meaningful pattern detection and/or corre-
lation in such sets of genes because there is no consistent
pattern present.

New approaches for integrated yeast expression-array

analysis

Wang et al. recently demonstrated a powerful and elegant
approach to tackling the problem of gene grouping and
promoter analysis, using microarray expression data in
several ways [7]. They linked the expression data directly
to the pattern definition process, first by selecting genes
with a similar transcription factor core motif based on the
REDUCER program (published previously by Bussemaker
et al., who developed this method for in silico pattern
detection based on expression data correlation [8]). After
the initial motif definition by REDUCER, Wang et al.
identified genes on the microarray that were likely to be
regulated by the transcription factor corresponding to theCorresponding author: Thomas Werner (Werner@genomatix.de).
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initial motif, based on expression profiles. They identified
the genes by the presence of the motif in the promoter of
candidate genes. New matches were weighted by the fit of
the expression level of that gene and were used to enhance
the motif (a gene containing a motif from a high-expression
group that is expressed only at a low level is probably not
regulated by the transcription factor specific for that
motif). The subset of activated transcriptional modules
(the combination of a transcription factor and its target
genes) was then estimated by statistical analysis of
expression ratio and frequency of the particular motif in
the promoters. Finally, these results were checked against
data from expression experiments in which a specific
transcription factor was either absent or overexpressed.
Wang et al. could therefore prevent genes that contained
potential, but functionally irrelevant, binding sites from
affecting the results, using the pattern definition to exclude
genes that were coexpressed by other means. They identified
several known transcription factors and their binding sites,
as well as biologically verified target genes, with this
approach, opening the way to a general understanding of
transcriptional networks in yeast on a molecular level.

The work by Wang et al. was not the first attempt to
integrate transcription factor binding-site analysis with
interpretation of yeast expression data. Pilpel et al. had
already attempted to elucidate the molecular connection of
transcription control in yeast by starting from known
binding-site motifs and finding all yeast genes that had a
particular binding site and were expressed in a similar
manner [9]. They then identified the promoters that
contained synergistic pairs of any two binding sites.
Synergism was defined as a better coherence between
genes containing such pairs in their promoters and their
expression patterns compared with that of genes contain-
ing only one of the motifs in the promoter.

Zhu et al. based their approach on the idea that tran-
scription factors should be expressed themselves in a
similar way to their target genes and thus could be used as
tags to find those target genes [10]. They took transcription
factors and clustered genes around them by expression
level. They then applied motif-finding programs (Gibbs
Sampler) to the promoters of these potential target genes.
They were often able to detect the binding sites of the
respective transcription factor in the promoters of genes
clustered around it in expression space.

Lee et al. have taken expression analysis in S. cerevisiae
one step further, to the automatic reconstruction of
regulatory networks [11]. They combined genome-wide
chromatin immune precipitation (ChIP), which directly
identifies proteins bound to promoter regions in vivo, with
expression data to identify what they called network
motifs such as autoregulatory loops (in which a transcrip-
tion factor binds its own promoter) and closed loops
containing several factors (e.g. A binds B, B binds C,
C binds A). They then used such network motifs to
reconstruct automatically a network regulating the cell
cycle based solely on cell-cycle-associated expression data.

However, as powerful as these approaches are, they all
focus primarily on connections with and between known
transcription factors or transcription factor binding sites,
whereas the approach by Wang et al. does not use known

binding sites; it begins with de novo motif detection,
linking known transcription factors only during a later
stage. In principle, they could also carry out the whole
analysis for an unknown factor. The work of Wang et al.
goes beyond the earlier study of Bussemaker et al., as they
went on to identify target genes and active transcriptional
modules. The approach of Wang et al. is not bound by
current knowledge about transcription factors and can be
applied to unrestricted whole-genome analysis.

From array to network – future perspectives

This work on yeast transcriptional regulation shows
elegantly that there is a way to sort out and understand
gene expression patterns observed with high-throughput
methods on a molecular level, at least in yeast. The crucial
part in all of these studies is the integration of expression
analysis with genomic information and transcription
factor binding-site analysis (Fig. 1). This is all-important
because it is the only way to separate and understand the
many interconnected regulatory events and cascades that
appear as a confusing tangle in the initial array results.
Such approaches are divide-and-conquer strategies that
have already been extremely successful in many appli-
cations. By finding the means to subdivide problems, even
the most complex systems can be tackled and finally
understood. It should be noted that each of the discussed
approaches has unique merits and all are compatible in
principle, so one all-inclusive strategy would be possible
(if one could weed out the redundancies that such a system
would inevitably generate). For example, Wang et al.
took advantage of predefined ab initio motifs (from the
REDUCER approach of Bussemaker et al.), extending the
motifs by adding new sequences that were ranked by
similarity of their expression profiles with the profiles of
already included sequences. This produced motifs that
were maximally associated with similar expression levels.

The approach of Zhu et al. focused more on individual
transcription factors because close matching between the
expression profiles of particular transcription factors and
other genes was interpreted as an association measure
that subsequently defined the motif. This ensures the
finding of transcription factor motifs in promoters that are
tightly co-regulated with the transcription factor, which
could be interpreted as more likely immediate targets. Lee
et al. have already extended their approach beyond
expression profiles because they include ChIP, which
allows them to go from putative binding sites to proven
binding sites in their bioinformatics analysis.

The most complex biological system is probably the
human body. With a genome of 3 £ 109 base pairs and a far
more complex organization of transcriptional regulation
than yeast, understanding this system is not an easy task.
However, some of the major obstacles, such as obtaining
human promoters, have recently been solved [12]. Although
this is a crucial development, it is only a first step not the
solution to the whole problem. There has also been signi-
ficant progress in understanding the more complex modu-
lar design of mammalian transcription control [13–15].
For example, major histocompatibility complex class I
genes are induced by interferon or tumor necrosis factor a
via a promoter module that requires two binding sites
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(IRF1 and NfkB). This module is found at different
locations in responsive promoters, and the whole module
can be present in both strand orientations in different
promoters [14]. This complicates pattern recognition
significantly, despite being one of the simpler examples
in mammals. Although problems in humans are different
from those in the yeast system in this and other respects
(e.g. modules act in a cell-specific or tissue-specific
manner), the approaches of Wang et al. and others might
be adapted, at least in part, to mammalian expression
analysis. Thus, reminiscent of the genome sequencing
history, research in S. cerevisiae could again pave the way
to overcoming similar problems in the human system.
With this in mind, the recent developments in the
understanding of yeast transcription control on both
cellular and molecular levels might be pivotal.
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Fig. 1. Overview of integrated expression data and promoter analysis. Clusters of genes with similar expression levels or profiles from expression arrays (right side) can be

used to select genes (generic gene with promoter shown as gene A, bottom center). Promoter sequences from four genes of a cluster are shown on the left side of the

figure, each containing two transcription factor binding sites (TF I and TF II; red and blue cubes). Bioinformatics methods can be employed to extract the actual binding-site

sequences from the promoters, as shown in the center of the figure (the red site is variable, whereas the blue site has a fixed sequence). Such binding site collections can

then be represented as transcription factor motifs (in the form of weight matrices or consensus sequences) to be used in the location of additional potential target genes.
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