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ABSTRACT

In dermatology, photographic imagery is acquired in large volumes in order to monitor the progress of diseases,
especially melanocytic skin cancers. For this purpose, overview (macro) images are taken of the region of interest
and used as a reference map to re-localize highly magnified images of individual lesions. The latter are then used
for diagnosis. These pictures are acquired at irregular intervals under only partially constrained circumstances,
where patient positions as well as camera positions are not reliable. In the presence of a large number of nevi,
correct identification of the same nevus in a series of such images is thus a time consuming task with ample
chances for error. This paper introduces a method for largely automatic and simultaneous identification of nevi
in different images, thus allowing the tracking of a single nevus over time, as well as pattern evaluation. The
method uses a rotation-invariant feature descriptor that uses the local neighborhood of a nevus to describe it.
The texture, size and shape of the nevus are not used to describe it, as these can change over time, especially in
the case of a malignancy. We then use the Random Walks framework to compute the correspondences based on
the probabilities derived from comparing the feature vectors. Evaluation is performed on synthetic and patient
data at the university clinic.
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1. INTRODUCTION

Skin cancer, basal cell carcinoma, squamos cell carcinoma and melanoma are the most common types of cancer
diagnosed in the United States. Melanoma represent a small subset of those, but it is the most deadly cutaneous
neoplasm and the incidence is increasing by 4.1% per year, faster than any other malignancy.1,2

There are several methodologies to differentiate a benign nevus from a melanoma, including the ABCDE
test (Asymmetry, Border, Color, Diameter, Evolution).2 The ABCD conditions can be evaluated directly (even
automatically as in3), but to check the evolution of a nevus, the physician needs to compare it with a previously
acquired image of the same nevus.

It is thus very important to re-locate the nevi in order to do a meaningful comparison. This scheme of
relocate and compare, where the lesion itself might have changed, but the surroundings provide guidance, is
conceptually similar to the endoscopic in-situ optical biopsies.4,5 While the acquisition methods and images are
vastly different, the macro (localization) to micro (evaluation) approach are present in both problems.

During dermatological examination of a patient, macro images (see fig. 1b) are acquired at each visit and used
as a “map” for relocalization, while microscopic images (e.g. from a dermoscope) are used for the actual diagnosis.
For the macro images, illumination and camera position are only approximately reproducible. Furthermore, the
patient may be positioned differently, thus deforming the skin in a smooth, non-linear way.
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(a) Imaging setup (b) Sample image (c) ROI (d) Distortion

Figure 1: (a) Example imaging scenario. (b), (c) Sample of a real data set: left shoulder, back, full of nevi, with
red box marking a region of interest (ROI). (d) False color overlay: green channel and red channel are taken
from different photos of ROI. Arrows denote distortions.

The error observable between images nominally showing the same region of interest will consequently be a
mixture of perspective and non-linear distortions (see fig. 1d). However, the general topology of the nevi will
not change despite the deformations altering local distances, and the dermatologist will use the neighborhood of
a certain nevus to identify it on different images, among other features.

When reproducing this process on a computer, a robust description of the neighborhood of a certain nevus
is, therefore, vital. For realizing robust identification, we need to solve two research issues: how to represent
such visual features (feature descriptors) and how to match/identify the represented features (feature matching).
Computer vision approaches generally use visual features such as corners, edges, key-points, and texture.6 Almost
all of the recently developed feature descriptors use the texture of the target objects, specifically image gradients.7

Considering our target, nevi on human skin, this is difficult as skin is quite homogeneous. Potential visual features
on a nevus are its size, color, and shape. However, these features are sensitive to environmental changes, e.g.
color is sensitive to lighting change, shape and size are sensitive to perspective changes, and the nevus itself
might change over time. In particular, it is not advisable to rely on a purely distance-based description as this
would fail due to perspective changes. For less-textured objects, one potential idea is to use the distribution
of key-points.8,9 Their descriptors compute a feature vector of a key-point by using its neighboring key-points.
However, distortions of the neighborhood e.g. due to skin deformations or perspective changes are problematic.

In the remainder of this article we introduce a rotation-invariant per-nevus descriptor, which is robust to
perspective changes, non-linear deformations and changes in the shape and color of the nevus. This allows to
largely automate the matching process, only requiring the dermatologist’s help when the identification is not
sufficiently secure. The proposed approach is easily extensible to additionally incorporate other features as well
as prior knowledge.

2. METHODS

We assume to have several photographic images of a patient, all showing about the same region of interest, and
a segmentation of the nevi in each image. Furthermore, we have the centroid cti ∈ R2 and an approximate radius
rti ∈ R for every “nevus” region i.

Using such centroids and radii only, the method consists of a local neighborhood descriptor for nevi, and a
probabilistic matching method to find correspondences within images taken at different times. An overview of
the whole pipeline is shown in fig. 2.

2.1 Local Neighborhood Descriptor

The proposed feature descriptor characterizes a nevus i at time t using its local neighborhood (we omit most
references to t in this section for clarity) as a histogram xi = (xi,1, . . . , xi,b)

T of b buckets. The histogram, like
a local “radar screen”, gives approximate headings and rough distance estimates to the visible neighbors. Each
bin of the histogram xi,k corresponds to a discretized direction k ∈ [0, 2π) and accumulates contributions of nevi
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Figure 2: Given images at t0 and t1, feature vectors x are computed for every nevus in both images. These are
used to construct a bipartite graph connecting all unknown to all reference nevi. Then, Random Walks computes
a matrix P containing identity probabilities. Finally, unique and reliable pairs of corresponding nevi are selected.

located along the respective direction. The contribution of a particular neighbor j to bucket k within the horizon
of nevus i is based on two criteria, a distance-based weight and the relative angular overlap.

Given the distances lij between nevi i and j (blue line in fig. 3b), the weighting function wij = (1/lij)
0.5

assigns large impact to very close neighbors only, while distance differences of farther neighbors get levelled. lij
can optionally be normalized such that all mean distances to the respective m closest neighbors of all nevi are
equal.

Algorithm 1 Pseudocode for radar screen computation

1: for all (i, j) 1 ≤ i, j ≤ N \i = j do
2: lij = ‖cj − ci‖2
3: wij = (1/lij)

0.5
or (1/normalize(lij))

0.5

4: for all k do
5: compute relative angular overlap oijk.
6: xik+ = wij ∗ oijk
7: end for
8: end for

The second criterion, angular overlap, is computed from two circle sectors: Every nevus j defines a sector
within the horizon of nevus i (gray fan in fig. 3b), spanned by the centroid ci and the two extremal points of
nevus j on the axis orthogonal to the difference vector. More formally, the latter two are given by cj ± rjnij

where nij is the normal to the difference vector dij = ci − cj . Then, the absolute angular overlap ôijk relative
to the bucket’s sector (red area in Fig. 3b) is computed, and the relative angular overlap oijk is then the ratio
of ôijk over bucket width.

The product of wij and oijk is accumulated into the bucket xik =
∑

j wij · oijk over all neighbors j (Fig. 3a).

2.2 Comparing Descriptors

Considering the relatively sparse structure of nevi, we assume two to be identical if their “Radar” Histograms
(feature vectors) show about the same features. In order to compute the probability estimate P [i ≡ j] of a

(a) Neighborhood

x

(b) Bucket contribution
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(c) “Radar” Histogram

Figure 3: Computing the feature vector of nevi i from its m nearest neighbors.
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match between nevi i and j, we first rotate the “Radar” Histogram of j until we have maximal coincidence (i.e.
minimizing ‖xi − xj‖2) and then compute P via a Gaussian weight function of ‖xi − xj‖2 as:

P [i ≡ j] = exp

(
−βmin

k
‖xi − shift(xj , k)‖2

)
. (1)

β is the scaling factor controlling the width of the Gaussian bell curve and shift(xj, k) is a helper function
that rotates the histogram xj by k places, i.e. xl = x′l+k ∀l ≤ b− k and xl = x′l+k−b else.

Furthermore, in order not to be too sensitive to aliasing effects encountered while computing the overlaps,
we smooth the descriptors before computing (1) by convolving the descriptor with a discrete approximation of
a Gaussian bell. In particular, the filtering routine considers the circular structure of the descriptor and “wraps
around”.

2.3 Simultaneous Identification using Random Walks

The major problem in a purely putative approach is the fact, that a single nevus at time t0 can be assigned to
multiple nevi at time t1, and vice versa. It is thus necessary to evaluate the correspondences simultaneously, and
we propose to use an adaption of the Random Walks framework.10

Assume that all n0 nevi at time t0 are considered to be fix, and that we need to find correspondences at time
t1 out of a set of n1 nevi. We can then create a weighted bipartite graph by connecting every nevus at time t0
to every nevus at time t1 (see fig. 2), and assign the probability (1) as respective weight to every edge. We label
every nevus at time t0 with a unique label, and compute the label probability distributions for all nevi at time
t1 using Random Walks.

As a result, we obtain a matrix P ∈ Rn0×n1 where entry Pi0,j1 contains the probability that nevus j1 at time
t1 corresponds to nevus i0 at time t0. In particular, every column pj1 gives a probability distribution for every
possible label that could be assigned to nevus j1.

2.4 Match Extraction

Once the probability matrix P is obtained, the proposed identification algorithm assigns a label to each nevus. In
contrast to the original application of Random Walks, image segmentation, we can not just assign the most likely
label because a single nevus at time t1 can be assigned to multiple nevi at time t0, and vice versa. Therefore,
the proposed algorithm makes sure to assign every label only once and omits unreliable matches.

We initialize two index vectors, η0 = (1, ..., n0) for the rows and η1 = (1, ..., n1) for the columns. Then, we
apply the following iterative greedy strategy:

1. Find the maximal probability pmax in P at indices imax, jmax.

2. Extract the column pjmax
and extract the second-largest probability psecond from that distribution. Com-

pute the trust value τ = pmax/psecond, and abort if this value is too close to 1, where both are almost equally
likely. In an interactive system, we can now ask the human expert for help.

3. If our selection is sufficiently secure, store that nevus η0(imax) at time t0 and η1(jmax) and time t1 are
corresponding.

4. Delete the entire row imax and column jmax from matrix P , and delete the respective components from the
row and column index vectors η0 and η1.

5. Fix the probability distributions by individually normalizing every column sum of P to 1.
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(a) Patient breathing (b) View change 1 (c) View change 2

Figure 4: Segmented nevi at t0 and t1 are drawn on an image as red and green blobs respectively. Correct
matches are marked by cyan lines, while incorrect matches are marked by yellow lines.

3. EXPERIMENTS AND RESULTS

For the evaluation of our method, we studied synthetic data as well as real patient data. The methods have been
implemented using Matlab, and were executed on a state-of-the-art portable computer. The matching pipeline
runs within seconds for all data.

The main aim is to identify correct correspondences. Given a sufficient number of correspondences, the
dermatologist can relocate the nevi in question. We, therefore, count the number of true positives (TP ) (true
correspondences) and false positives (FP ) (wrong correspondences) and compute the positive predictive value
(precision) (TP/(TP + FP )). The results are stated as means ± standard deviation over the 50 data sets each.

3.1 Synthetic Data

Synthetic data was created by randomly placing nevi in 50 images, and subsequently deforming the dataset
perspectively, mapping it onto a curved surface or distorting it non-linearly using thin-plate splines with ran-
domly displaced control points. The deformation parameters were chosen to realistically reproduce the situation
observable in clinical practice in dermatology.

Deformation type Perspective Curved Non-linear

PPV (using lij) 94.51± 16.86% 99.18± 2.08% 96.35± 8.85%
PPV (using normalized lij) 96.29± 10.54% 99.36± 1.94% 95.92± 8.30%

3.2 Patient Data

Real data was acquired at our university dermatology clinic. Viewing angle and image resolution are comparable
to commercial digital dermoscopes. We segment the nevi following the concepts of Eigen decomposition-based
methods for vessel enhancement11 by evaluating the Hessian’s eigenvalues at every pixel and several scales. The
value is a measure for how much the image resembles a dark blob at the given pixel.

We conducted an experiment using clinical data with three patients, one patient with breathing deformations
and two cases with camera viewpoint changes. There are six image pairs for each view change case, and four
image pairs for the breathing case. Fig. 4 shows cropped sub-images from the results. For quantitative evaluation,
we also show the average PPV for each patient in the following table.

Deformation Breathing View change 1 View change 2
PPV 94.85± 4.99% 84.65± 3.84% 75.82± 16.41%

Investigating the incorrect and missing matches more closely, there are two main causes: neighbors only visible
in one of the images (i.e. impossible to match) and either of the images have strong perspective distortion. In
the worst case (Fig. 4c), the images share only a small part and the view angle change is more than 45 degrees
along the elevation axis. In the remaining cases, image segmentation errors have led to additional blobs wrongly
identified as nevi and thus matching errors.
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4. DISCUSSION AND CONCLUSION

We have presented a local descriptor for nevi based on the local neighborhood, and a matching algorithm. The
evaluations on synthetic and clinical patient data both are very promising. The method has the potential to
automatically identify large numbers of nevi with limited human interaction, thus enabling dermatologists to
quickly navigate to certain nevi. Due to the probabilistic approach, the proposed method’s architecture has
several advantages in prospect to a future clinical program.

First, it is very simple and natural to extend the framework beyond pure location information by including
domain specific heuristics such as nevus size or color. Second, we can provide a trust estimate for most decisions.
In particular, we can automatically decide when the help of a human expert is required. In such a case, based on
the probability distribution, we can even provide a small set of equally likely alternatives, thus keeping the effort
low. Third, expert knowledge can also be included very elegantly in non-error cases. For instance, information
about the surgical removal of a certain nevus can be included by removing the respective edges from the graph.

Even though the system has been presented as matching problem between two images, it is simple to extend
the method to several images by adding additional layers of nodes to the graph.

For a real clinical solution, the most important aspect (which has been largely omitted in this article) is a
reliable segmentation routine. Multi-spectral imaging has been used with huge success for comparable problems,
and an eventual solution may use such concepts.12 It may also be interesting to interleave the segmentation and
matching processes. For instance, a matching may be used to compute a deformation field that can be used to
transform the location of an unmatched nevus and start a guided segmentation there.
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