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Variable density flow in porous media has been studied primarily using numerical models because it is a
semi-chaotic and transient process. Most of these studies have been 2D, owing to the computational
restrictions on 3D simulations, and the ability to observe variable density flow in 2D experimentation.
However, it is recognised that variable density flow is a three-dimensional process. A 3D system may
cause weaker variable density flow than a 2D system due to stronger dispersion, but may also result
in bigger fingers and hence stronger variable density flow because of more space for fingers to coalesce.
This study aimed to determine the representativeness of 2D modelling to simulate 3D variable density
flow. 3D homogeneous sand column experiments were conducted at three different water flow velocities
with three different bromide tracer solutions mixed with methanol resulting in different density ratios.
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Both 2D axisymmetric and 3D numerical simulations were performed to reproduce experimental data.
Experimental results showed that the magnitude of variable density flow increases with decreasing flow
rates and decreasing density ratios. The shapes of the observed breakthrough curves differed significantly
from those produced by 2D axisymmetric and 3D simulations. Compared to 2D simulations, the onset of
instabilities was delayed but the growth was more pronounced in 3D simulations. Despite this difference,
both 2D axisymmetric and 3D models successfully simulated mass recovery with high efficiency
(between 77% and 99%). This study indicates that 2D simulations are sufficient to understand integrated

features of variable density flow in homogeneous sand column experiments.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Density driven flow is an essential process for describing solute
transport in porous and fractured systems where fluid flow is dri-
ven by a variation in density. Variations in density can be caused
by solute concentration, temperature and/or pressure of a fluid
(Simmons, 2005; Simmons et al., 2001). In particular, this density
driven flow is of strong relevance to practical issues including salt
water intrusion (Huyakorn et al., 1987; Pinder and Cooper, 1970;
Van Dam et al., 2009; Voss and Souza, 1987), contaminant trans-
port (Frind, 1982; Oostrom et al., 1992a, 1992b; Schincariol and
Schwartz, 1990), contamination site remediation (Flowers and
Hunt, 2007) and nuclear waste disposal (Hassanizadeh and
Leijnse, 1988; Herbert et al., 1988). Depending on several factors
(i.e., porous medium permeability, porosity, water flow velocity
and density ratio of intruding fluid to ambient groundwater),
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density driven flow can become unstable under certain
circumstances (Biggar and Nielsen, 1964; Krupp and Elrick, 1969;
Rose and Passioura, 1971). Unstable density driven flow is charac-
terised by the formation of finger-shaped instabilities with density
constantly varying in space and time. This unstable density driven
flow (or variable density flow) is superimposed onto regional
groundwater flow and hence can cause more widespread aquifer
contamination by distributing contaminants vertically (Beinhorn
et al, 2005; Flowers and Hunt, 2007). Being able to reliably
understand, observe, measure, simulate and predict variable den-
sity flow is a critical challenge for hydrogeology (Simmons, 2005).

Variable density flow has been studied primarily through 2D
settings to investigate onset, growth and decay of instabilities
(e.g., Voss and Souza, 1987; Xie et al., 2010, 2011, 2012; Riaz
et al,, 2006; Jang and Aral, 2007; Prasad and Simmons, 2003,
2005). The implicit assumption of 2D studies is that mixing is
not important in the direction orthogonal to the 2D planes and that
a 2D transect is representative of a 3D system. Although this
assumption is not valid in the real world, most studies have
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nevertheless adopted it for simplicity. There has been little attempt
to test, justify and discuss the assumptions made with respect to
dimensionality and the effects it may have on flow and transport
behaviour and model results. For example, Xie et al. (2010)
modified the classic 2D Elder problem to examine the effect of
time-varying salt loading on variable density flow. Riaz et al.
(2006) performed 2D numerical modelling to verify predictions
about instability onset time made by linear stability analysis in
the context of carbon dioxide sequestration within saline aquifers.
Van Dam et al. (2009) established several 2D transects to capture
salty fingers using geophysical methods. Simmons et al. (2002)
and Post and Simmons (2010) used the same 2D sand tank to
investigate the fingering process in a variable saturated setting
and a heterogeneous setting, respectively. Those lab and field
studies have also been reproduced in 2D numerical models
(Cremer and Graf, 2015; Dam et al., 2014; Post and Simmons,
2010). However, as shown by these 2D numerical studies, precise
reproduction of field and experimental observations is hard due
to the transient and semi-chaotic nature of variable density flow.
van Reeuwijk et al. (2009) demonstrated that the classic Elder
problem - a typical variable density flow system - is characterised
by multiple steady state solutions. Despite this inherent issue in
variable density flow, prior 2D numerical modelling studies have
also indicated that reliable predictions of variable density flow
can still be made if we use macroscopic features such as integrated
solute mass flux, total solute mass and centre of gravity (Prasad
and Simmons, 2003, 2005; Xie et al.,, 2012). These studies still
remain 2D studies, with 2D representations of 3D realities.

3D studies are challenging and hence rare because they create
increased computational burden in a numerical study and finger-
ing patterns are challenging to visualise in an experimental setting.
However, it is well recognised that variable density flow occurs in
three dimensions (Diersch and Kolditz, 1998; Johannsen et al.,
2006; Oswald et al.,, 1997; Pau et al., 2010). Both Oswald et al.
(1997) and Johannsen et al. (2006) have attempted to reproduce
experimental results with 3D numerical simulations. Oswald
et al. (1997) found that the growth speed was reproduced correctly
but the onset of instabilities was delayed in the 3D simulations.
Johannsen et al. (2006) found that a detailed reproduction of
observed fingering processes in the Salt Pool Problem (Oswald
and Kinzelbach, 2004) cannot be obtained in the 3D simulations
due to uncertainties in initial conditions and numerical errors. In
addition, Diersch and Kolditz (1998) and Pau et al. (2010) simu-
lated variable density flow in different settings only using 2D
and 3D numerical models. Diersch and Kolditz (1998) extended
the 2D Elder Problem to 3D. They observed similar upwelling salin-
ity patterns in the centre of the model domain in both 2D and 3D
scenarios. In the simulations of CO, sequestration, Pau et al. (2010)
reported that the onset time of instabilities was shorter and the
magnitude of the stabilized CO, flux was higher in 3D than in
2D. However, they argued that these differences are moderate in
comparison to heterogeneities which can be normally found in
geological media.

Although 3D studies do appear to become a little more com-
mon, there has not been a systematic comparison between lab or
field observations, 2D and 3D numerical simulations on variable
density flow. In comparison to 2D, a 3D system allows solute to
migrate freely in all directions. On one hand, this freedom may
result in stronger dispersion and possibly weaker variable density
flow. On the other hand, it is also likely that fingers may grow big-
ger and so penetrate faster under gravitational influence in a 3D
system. Whether 3D behaviour and modelling promotes or sup-
presses fingering process in mixed convective systems compared
to 2D counterparts has not been examined yet.

In this study, we attempted to replicate observations in 3D lab
experiments using both 2D axisymmetric and 3D numerical mod-

els. The objectives were to semi-quantitatively compare processes
in 2D axisymmetric and 3D settings and also thoroughly examine
the ability of 2D axisymmetric models to represent physical pro-
cesses in 3D. We based this comparison on tracer experiments con-
ducted in saturated homogeneous sand columns at three different
water flow velocities and three different density ratios.

2. Material and methods

In this study a Darcy column with a diameter of 4.8 cm and a
length of 50.8 cm was used to perform experiments (Fig. 1). The
porous medium in the column was comprised of coarse quartz
sand (Dorsilit Nr. 5F, Quarzsande GmbH, Germany) with a particle
size distribution between 1.0 mm and 1.8 mm, a porosity of
n=044 and a hydraulic conductivity of k=7.0-10>ms™!
(605 md~!) determined with the constant head method (Klute
and Dirksen, 1986). A thin layer of silicon adhesive was imple-
mented between the column and the coarse sand to eliminate
potential preferential flow paths along the column wall. The col-
umn was packed with the coarse sand under saturated conditions
to avoid entrapped air bubbles. All experiments were run with
deionized and filtered water (MilliQ, MilliporeElix + Milli-Q Advan-
tage 10A, USA) constantly flowing from the bottom to the top using
a peristaltic pump (Gilson Abimed Minipuls 3). A radial-
distribution device was used to inject the inflow water evenly over
the whole cross section of the column. The accuracy of the peri-
staltic pump was +0.2 mLh~".

Bromide is known to be free of sorption (Levy and Chambers,
1987; Maloszewski et al., 1999) and was therefore used as a con-
servative tracer. Potassium bromide was dissolved in the deionized
and filtered water to create a bromide solution with a concentra-
tion of 95 mg L. This very low concentration did not significantly
change the fluid density and so the fresh water density could be
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Fig. 1. Experimental design of the homogenous sand column and numerical model
setup in 3D and 2D axisymmetric projection.
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used to represent the density of the bromide solution. In order to
perform experiments with varying levels of density-driven flow,
different amounts of methanol (2% and 4% in this study) were dis-
solved in the bromide solution to create different fluid densities.
The density ratio of the difference in density between a tracer solu-
tion (combined bromide/methanol solution) and the ambient
water is a useful indicator for variable density flow:

Ap — (ptracer — pwater) (1)

le]l'Er

where pyacer is the density of the injected tracer solution [M L~3]
and pwater i the density of the ambient water in the column
[ML~3]. The density of a tracer solution was calculated according
to Mikhail and Kimel (1961). As a result, the addition of 2% and
4% methanol to the bromide solution resulted in Ap=-0.0036
and Ap =-0.0071, respectively. A negative Ap indicates that the
density of the injected tracer solution is lower than that of the
ambient water. The tracer solution was injected in a short pulse
(Dirac-Impulse) across the whole inlet at the bottom of the column.
Density-driven flow of the light tracer cloud is aligned with the gen-
eral water flow direction from the bottom to the top of the column
(Fig. 1). This scenario is similar to an experimental design with
heavy plumes injected at the top and a water flow direction from
the top to the bottom of the column (Wood et al., 2004).

In total, three sets of tracer experiments were performed at flow
rates of 30, 15 and 7.5 mL h™! (i.e., water flow velocities of 1.0, 0.5
and 0.25 m d '), respectively. A summary of the experimental con-
ditions and the densities of the tracer solutions are given in Table 1.
These flow rates create background advective flow. The break-
through curves at Ap = 0 were used to validate experimental setup
and numerical models, and to indicate density effects by compar-
ing to the corresponding breakthrough curves at other Ap. At each
flow rate three experiments were conducted with the tracer
solution with Ap=0, —0.0036 and —0.0071. The three sets of
experiments conducted at differing injection speeds of 1.0, 0.5
and 0.25 md~! are referred to as experiments A, B and C, respec-
tively. The three groups of experiments, conducted at different
injection fluid densities with Ap=0, —0.0036 and —0.0071 are
referred to as 0, 2 and 4, respectively. A 9 mL water sample was
collected at the column outlet (top) by an auto sampler (Ma Ron
GmbH, Model LF10 5M) every 0.5, 1.0 and 2.0 h for experiments
A, B and C, respectively. The bromide concentration of the samples
was analysed with an ion chromatograph (Dinonex 500, Dinoex,
Sunnyvale, California, USA). Measured concentrations were plotted
versus time to create breakthrough curves (BTCs).

In order to obtain a visual sense of variable density flow and to
prove that it is a relevant process under investigated conditions,
two dye tracer experiments using patent blue V (VWR Interna-
tional, Leuven, Belgium) were conducted at the flow rate of

Table 1

15mLh~! with Ap of 0.0 and —0.0071, respectively. The shapes
of visible tracer front along the transparent column wall were
marked in regular time intervals (once every 2 h). Patent blue V
is not a conservative tracer. Sorption studies with similar dyes
(Brilliant Blue) showed that they are retarded by a factor of 1.2
in soils in comparison to iodide (Flury and Flithler, 1995). However,
adsorption onto quartz is unlikely since both Patent blue V and
quartz are negatively charged at pH investigated in this study.
Therefore, the dye is sufficient to visualise variable density flow
in the applied setup.

3. Numerical modelling

In this study, the finite-element groundwater numerical simu-
lator FEFLOW (Diersch, 2013) was employed to conduct all the
simulations. FEFLOW uses the density-corrected fluid mass conser-
vation equation and momentum conversation equation to simulate
groundwater flow, and the advection-dispersion equation to
simulate solute transport. A simple linear function is adopted to
correlate fluid density and solute concentration. The reader is
referred to Diersch (2013) for a detailed description of numerical
implementation.

3.1. Model setup

Experimental results were simulated both in 2D axisymmetric
and in 3D models (Fig. 1). The 3D model had the same dimensions
as the experimental setup (length of 50.8 cm, diameter of 4.8 cm),
whereas the 2D axisymmetric model only attempted to represent
an axisymmetric cross section with the model width equal to half
of the diameter (2.4 cm). A 2D axisymmetric model rather than a
2D planar model was chosen to represent the cylindrical geometry
of the column. Although the 2D axisymmetric model is a represen-
tation of the 3D setting, simulations are still performed in the 2D
framework and hence a plume can only migrate along the 2D cross
section same as the 2D planar model. The advantage of using the
2D axisymmetric model is that results produced are directly com-
parable to those from 3D (i.e., mass flux units are the same). In
total, 9 scenarios were examined for 2D axisymmetric and 3D
models, respectively, to compare results in different combinations
of flow conditions and density differences and to identify the
ability of both model setups to replicate 3D variable density flow.

For both the 2D axisymmetric and the 3D models, the fluid flux
boundary condition was assigned to the inlet (bottom) and the out-
let (top) of the model in order to create an initially constant flow
field, identical to the experiments. The assignment of the fluid flux
boundary condition was used to ensure that the volume into and
out of the model would not be affected by dense fluid, which could
impede fluid flow near boundaries if hydraulic head boundary

Experimental conditions (water flow velocities: A=1.0md~!, B=0.5md™', C=0.25md~! and density ratios Ap=0 (0), Ap=-0.0036 (2), Ap=-0.0071 (4)) and fitted
parameter for numerical 2D axisymmetric and 3D simulations. oy, k and n are fitted results. ot is assumed to be 1/10 of o.

Parameter Ap=0 Ap=-0.0036 Ap=-0.0071

A0 BO co A2 B2 Cc2 A4 B4 C4
Flow rate, Q (mLh™') 36.8 18.6 9.2 35.6 18.0 8.9 35.9 18.5 8.8
Water flow velocity, v(md™') 1.00 0.50 0.25 1.00 0.50 0.25 1.00 0.50 0.25
Mixed convective ratio (-) 0 0 0 8.6 22.6 58.3 22.8 47.3 69.3
Rayleigh number (-) 0 0 0 4912 11,778 31,312 13,079 27,550 30,716
Tracer mass, M (mg) 0.24 0.24 0.24 0.24 0.24 0.28 0.24 0.24 0.24
Fluid flux, BC (md™") 0.49 0.25 0.12 047 0.24 0.12 0.48 0.24 0.12
Mass flux, BC (gm~2d ') 46.34 23.44 11.62 44.82 22.64 11.27 45.22 23.27 11.13
Longitudinal dispersivity, o (mm) 0.8 0.8 0.6 0.8 0.8 0.6 0.8 0.7 0.8
Transversal dispersivity, oy (mm) 0.08 0.08 0.06 0.08 0.08 0.06 0.08 0.07 0.08
Hydraulic conductivity, k (md~1) 605 605 605 1000 1300 1700 1350 1400 1000
Porosity, n (=) 0.435 0.435 0.430 0.420 0.415 0.420 0.420 0.420 0.410
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conditions were used. A time-varying mass flux boundary condi-
tion was imposed onto the inlet of a model to mimic the pulse of
tracer injection. The outlet of the model was set with the default
zero-concentration-gradient boundary condition. Because of the
fluid flux boundary condition, the divergence form of the transport
equation was selected to account for both advection and dispersion
through the bottom boundary. Detailed fluid flux and mass flux
values are given in Table 1.

Both models were discretised to ensure that the grid Peclet
number does not exceed 2.0 (Diersch and Kolditz, 2002). Riihle
et al. (2013) and Kanel et al. (2008) estimated longitudinal disper-
sivities of 1.54 mm and 1.0 mm, respectively, for porous media
with similar grain size distributions and travel lengths to this
study. Hence, the grid sizes of the 2D axisymmetric and 3D models
in the longitudinal direction need to be smaller than 2.0 mm. Given
the geometric difference between 2D axisymmetric and 3D mod-
els, exactly the same grid discretisation was impossible. The 2D
axisymmetric model resulted in 28,310 quadrilateral elements
with the same lateral and vertical grid sizes (0.63 mm) i.e., square
elements. The 3D model generated 922,020 elements with a verti-
cal grid size 0.8 mm and an average lateral grid size 1.7 mm (trian-
gular elements across a horizontal plane). The lateral grid size was
larger in 3D than 2D axisymmetric due to computational restric-
tion. As variable density flow occurs predominantly in the vertical
direction, this difference in lateral grid sizes did not have a signif-
icant impact on dense fluid migration. In both models, the second-
order predictor-corrector scheme (AB/TR) was used to automati-
cally determine time steps based on errors with the initial time
step lower than 1-1077 min. The maximum time step of 1 min
and the maximum growth factor of 1.01 were imposed to restrict
time steps to ensure model convergence.

3.2. Model simulation and quantification

In this study, flow and transport parameters (hydraulic conduc-
tivity k, porosity n and longitudinal dispersivity o ) were fitted by a
trial and error method. The diffusion coefficient for bromide (Do -
=15.10°m?s ') was taken from Matloszewski and Zuber
(1992). Viscosity was assumed to be constant at 107> kg (ms)~".
Since homogenous and uniform quartz sand was used, anisotropy
in hydraulic conductivity can be neglected. Transverse dispersivity
(oir) was assumed to be 1/10 of oy (Zheng and Bennett, 1995).
Parameters estimated in 2D axisymmetric were then used to run
simulations in 3D.

It should be noted that although k and n were directly deter-
mined in the lab in context of this study, these parameters were
still allowed to vary within a factor of 3 for data fitting. Simmons
et al. (2002) showed that the determination of k using different
methods can have an uncertainty of a factor of approximately 3.
Longitudinal dispersivity cannot be determined directly. In the fit-
ting procedure it was allowed to vary in the same range as found
by other researchers for similar sediments and travel distances
(Kanel et al., 2008; Riihle et al., 2013).

Two quantitative diagnostics were used to evaluate the perfor-
mance of numerical models and included mean concentration of
outflow and relative recovery rate of mass. The mean concentra-
tion at a specific time t was computed by dividing volumetric mass
flux by volumetric fluid flux, as given by

n n
C@t) = Z Ctksthrk/ Zsthtk (2)
k=1 k=1

where Cg is the concentration of the node k at time t [M L™3], qq is
the Darcy velocity of the node k at time t [L T™!]; Sy is the area sur-
rounding node k [L?]. In variable density flow, concentration is not
uniform across the outflow face. This method provides the closest

mean concentration to an actual experimental measurement made
when a sample was fully mixed. Relative recovery rates RR(t) were
calculated for both fitted curves and experimental data
(Maloszewski and Zuber, 1990):

RR(r):% /O Ctyde 3)

where M is the total mass of the injected tracer [M]; Q is the volu-
metric flow rate [L? T~!] and C(t) is either the observed or modelled
concentration [M L~3]. For numerical modelling, Q equals 31, Suqy.
It is expected that RR(t) is less variable and more predictable than C
(t) as the total mass is the mass accumulated over time.

The goodness of fitting was used as a quantitative measure
given by (Hornberger et al., 1992):

; P2
SN (C = Chy)

ME = |1 - ==l ] 100% (4)
Zi:]( :Jbs - Cmean)
N
Cmean = % (5)

i
obs

where ME is the model efficiency [-], C,,, is the observed concentra-
tion [M L] at time t; [T], G} is the fitted concentration [M L] at
time t; [T], Cnean iS the mean value of observed concentrations
[ML~3] and N is the number of observations [-]. Similar to Egs.
(4) and (5), the efficiency of model relative mass recovery was cal-
culated as:

. i 2
_ E?I:I (RR} - RRabs)
311 (RRGys — RRinean)

MME = |1

5| - 100% (6)

N i
i RR
RRmean _ Zl:;\] obs (7)

where MME is the mass model efficiency [-], RR},,
relative mass recovery [-] at time t; [T], RR} is the relative mass
recovery [-] at time t; [T], RRpean is the mean value of relative mass
recovery [-] and N is the number of observations [-].

is the observed

4. Experimental and modelling results
4.1. Observed tracer breakthrough curves

The comparison of two dye tracer experiments shows qualita-
tively the effect of the density ratio (Ap) on fluid flow and solute
transport in the sand column (Fig. 2). When Ap = 0, observable tra-
cer fronts were relatively uniform on the column wall (Fig. 2A). The
migration speed of the tracer was consistent with the water flow
velocity. This indicates that the applied dye tracer behaved conser-
vatively when the density effect was absent. When Ap = —0.0071,
wavy tracer fronts were observed (Fig. 2B) in accord with unstable
density driven flow. It can be seen that at least three fingers were
developed. One finger was growing stronger and moving faster
than the other two. In 6 h, the tracer front of the largest finger
had moved to 22 cm, whereas the tracer fronts of the other two fin-
gers were at 18 cm. The migration speed of the tracer in all three
fingers was about 1.5-2 times greater than the water flow velocity.
Clearly, the density of the intruding fluid accelerated the tracer
migration in the porous medium.

Observed concentrations were plotted versus porewater vol-
ume for each experiment (Fig. 3). A summary of experimental con-
ditions and parameters is given in Table 1. The injected bromide
mass was recovered in every experiment indicated by the averaged
relative mass recovery of 98 + 5%. Ideally, the mass recovery for an
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Fig. 2. Tracer fronts observed at the transparent column wall after 2 h, 4 h and 6 h in dye tracer experiments with different density ratios, (A) Ap =0 and (B) Ap = —0.0071.

The flow rate was 15 mL h~! in both experiments (water flow velocity 0.5 md~").

ideal tracer in a closed system should be 100%. However, lower and
higher values can be observed due to cumulative errors caused by
analytics and the measurement of the outflow. Experiments A0, BO,
and CO (Ap =0) produced nearly symmetrical BTCs regardless of
water flow velocities. This indicates that no artefacts such as tail-
ings and double peaks are caused by errors in the experimental
setup. In all the experiments using tracers with non-zero Ap,
observed divergences from the symmetric BTCs were caused by
variable density flow. As expected, variable density flow increased
with decreasing water flow velocity and decreasing density ratio
(Biggar and Nielsen, 1964; Krupp and Elrick, 1969; Rose and
Passioura, 1971; Wood et al., 2004). This can be explained by an
increasing ratio of the flow driven by a density gradient to the flow
driven by a hydraulic gradient (mixed convection ratio). The influ-
ence of density on the tracer transport is demonstrated in Fig. 3A
where concentrations of experiments conducted at 0.5 md~" are
plotted versus cumulative outflow divided by volume of total
mobile water (pore volume). The first peak of the observed BTCs
appeared after 0.99, 0.93 and 0.75 pore volumes at Ap=0,
Ap=-0.0036 and Ap=-0.0071, respectively. A decrease in Ap
from 0 to —0.0036 caused a lower peak concentration (15%), earlier
arrival of the peak (7%), and enhanced mixing. Further decreasing
Ap to —0.0071 resulted in the occurrence of the double peaks in
the BTCs. The first peak was observed 25% earlier with a 54% lower
peak concentration than the BTC at Ap =0, whereas the second
peak was observed 7% earlier with a 63% lower peak concentration.

A similar trend can be observed when only the water flow
velocity was decreased at a constant density ratio Ap = —0.0036
(Fig. 3B). The peaks appeared after 0.97, 0.93 and 0.79 pore vol-
umes at the water flow velocities of 1Tmd~!, 0.5md~' and
0.25 m d~!, respectively. This corresponds to 3%, 7% and 21% earlier
appearance of the peak in comparison to the experiment con-
ducted with Ap = 0. Maximum peak concentration decreased from
39mglLl~! to 3.2mgL~! (17% lower) to 2.2 mgL™~! (45% lower)
with decreasing water flow velocity. Also the experiment C2
(v=0.25md"!, Ap=-0.0036) showed the weakly pronounced
double peaks.

4.2. Modelling results

Differences in the onset and growth of instabilities between 2D
axisymmetric and 3D simulations were found to be consistent for

each scenario. Fig. 4A illustrates that the onset of instability fingers
in the 2D axisymmetric model started along the left vertical side of
the model domain, i.e., the symmetry axis of the column. Then sev-
eral fingers were developed afterwards, but they merged to form
one large finger on the way to the column outflow. In comparison,
Fig. 4B shows that the onset of instability fingers in the 3D model
was delayed in comparison to 2D axisymmetric, due to dispersion
in all directions. Fingers formed evenly over the whole cross sec-
tion of the model domain and merged together with travel dis-
tance. The growth of fingers in 3D was more pronounced than
that in 2D axisymmetric, as two fingers with a complex structure
persisted over the same travel distance. After 700 min, the front
of the 2 mgL~! concentration in 2D is at 0.40 m measured from
the bottom, and the front of 2mgL~! concentration in 3D is at
0.49 m. At the end of the experiment one pronounced finger
tended to move along the boundary of the model domain in 3D.
A second small finger remained in the centre of the column. In
2D axisymmetric simulations fingers moved always in the centre
of the column. This is because recirculation is restricted by the
boundaries and the centre of the column was treated as the left
boundary of the simulated 2D system.

Fig. 5 shows simulated BTCs from both the 2D axisymmetric
and the 3D models with parameters listed in Table 1. Transport
is controlled by advection and dispersion in experiments con-
ducted without density contrast (A0, BO, CO). Dispersivity was
independent of flow velocity. The tracer breakthrough was in
accordance with the applied flow rate. Since transport was linearly
coupled with flow, breakthrough curves were easily reproduced by
numerical models.

Transport was nonlinearly coupled with flow when density con-
trast was present. In the experiment A2 (v=1.0md},
Ap=-0.0036), the 2D axisymmetric model yielded a symmetric
BTC, indicating no instabilities, as the density effect was dampened
by the advection. In the other cases (B2, C2, A4, B4, C4), the 2D
axisymmetric model produced asymmetric BTCs, suggesting the
formation of instabilities, because the density effect was stronger
than the dampening effect of the advection. Negative skewness
of the simulated BTCs was observed for the 2D axisymmetric mod-
els of B2 (v=0.5md~!, Ap=-0.0036) and C2 (v=0.25md},
Ap =-0.0036), with decreasing water flow velocity causing more
negative skewness. In contrast to these cases, positive skewness
was found for the simulated BTC in the 2D axisymmetric model
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of A4 (v=1md~!, Ap=—0.0071). Interestingly, in the 2D axisym-
metric model of C4 (v=0.25md"!, Ap=-0.0071), the simulated
BTC is negatively skewed. The occurrence of positive and negative
skewness of the simulated BTCs from the 2D axisymmetric models
resulted from the interplay between complex fingering process and
advection. These results are in agreement with the findings
obtained by Wood et al. (2004) who conducted column experi-
ments with heavy brines with density ratios ranging from 0.05 to
21.1. Similar BTCs were found for density ratios between 0.05
and 0.9. The results of Wood et al. (2004) further suggest that at
higher density ratios (4.8-21.1) BTCs with clearly positive skew-
ness can be expected.

In comparison, Fig. 5 shows that the 3D model produced the
identical BTC to the 2D axisymmetric model for the experiment
A2 (v=1md~!, Ap=-0.0036). In B2, C2, A4, B4 and C4, transport
in the 3D models was influenced by both the density and the flow
rate, as observed in the 2D axisymmetric models. However, there
are differences in BTCs between 2D axisymmetric and 3D models.
The 3D model for the experiment B2 (v=0.5md~!, Ap =—0.0036)
produced a symmetric BTC with a lower maximum peak concen-
tration and an earlier breakthrough than the 2D axisymmetric
model. The 3D model for the experiment C2 (v=0.25md™},

Ap = —0.0036) produced a highly asymmetric BTC due to the lower
pore velocity and the resulting stronger density effect. The break-
through occurred earlier and the maximum peak concentration
was lower than those in the corresponding 2D axisymmetric. Also
the 3D model for A4 (v=1.0md!, Ap=-0.0071) yielded an
asymmetrically shaped BTC with weakly pronounced multiple
peaks. The occurrence of multiple peaks was attributed to complex
shapes of tracer clouds with multiple fingers (Fig. 4B), indicating
strong density effect. This was also found in 3D models for B4
(v=05md~!, Ap=-0.0071) with BTCs showing multi-peaks
and smaller peak concentrations than in 2D axisymmetric. The tra-
cer breakthrough was earlier in 3D than in 2D axisymmetric. C4
(v=0.25md"!, Ap=-0.0071) is the only case where the break-
through in the 3D was delayed in comparison to the 2D axisym-
metric. The peak concentrations in 3D were higher than the ones
in the 2D axisymmetric for C4, whereas the peak concentrations
were similar or lower in 3D than in 2D in all other scenarios. The
different BTCs in 3D were attributed to less restricted dispersion
and fingering process and hence stronger interplay between com-
plex fingering process and advection than in 2D.

Fig. 5 also presents relative mass recoveries for both
experimental and modelling results. It should be noted that
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the water flow velocity 0.5 md~

because of analytical errors, the precision of the final mass recov-
eries in the experiments was 98 + 5%. Overall, the mass recovery
curves look more stable than the BTCs because of the cumulative
nature of these variables. The qualitative inspection suggests that
the fitting of the modelled mass recoveries to the measured ones
in the 2D axisymmetric models is not significantly different from
that in the 3D models, and the fitting of the mass recoveries in both
model settings is much better than the fitting of the BTCs. How-
ever, in comparison to the BTCs, the mass recoveries were not able
to indicate number of fingers, the exit time of those fingers, and
hence the degree of instability.

Fig. 6 compares model efficiencies (ME) between the 2D
axisymmetric and the 3D models. It can be seen that all the scenar-
ios without density ratios (A0, BO and CO) resulted in equally high
ME (between 98.8% and 99.0%) in both the 2D axisymmetric and
the 3D models because of the absence in density effect. When
the density ratio was —0.0036, the system became unstable. The
ME declined with decreasing water flow velocity in both the 2D
axisymmetric (99%, 95% and 93% in A2, B2 and C2 respectively)
and the 3D models (99%, 75% and 56% in A2, B2 and C2 respec-
tively). Clearly, this decline trend is more pronounced in 3D than
2D axisymmetric because of less restriction on dispersion. On the
contrary, when the density ratio was even higher (—-0.0071), the
ME increased with decreasing water flow velocity in the 3D case
(0.84, 0.87 and 0.85 in A4, B4 and C4 respectively), whereas in
the 2D case it decreased first from 0.89 in A4 to 0.75 in B4 followed
by the increase to 0.84 in C4. The seemingly conflicting trends
between Ap of —0.0036 and —0.0071 are likely attributed to the
relatively high Rayleigh numbers (Table 1). At high Rayleigh

! and the density ratio of Ap = —0.0071 (experiment B4).

numbers, systems become highly transient and chaotic. Hence,
the results shown here only represent one possible solution. These
trends may change if the models were simulated using different
spatial and/or temporal resolutions or noises were added. Prasad
and Simmons (2003) and Xie et al. (2012) indicated that highly
unstable systems need to be assessed in a stochastic manner rather
than a deterministic manner.

Fig. 6 also compares the efficiency in the prediction of the rela-
tive mass recovery (MME) between the 2D axisymmetric and the
3D models. Because of the cumulative nature of mass recoveries,
the MME was less influenced by variable density flow than the
ME. The MME ranged between 97% and 99% in all the 2D axisym-
metric models and was consistently higher than the ME. Also the
MME ranged between 85% and 99% in all the 3D models and was
consistently higher than ME except B4 (ME = 87%, MEE = 95%). All
the MME trends for different Ap are consistent with the ME trends
apart from the case of Ap=-0.0071 (A4, B4 and C4). This is
because the difference between the modelled and the measured
final mass recoveries was apparently smaller in C4 than A4 and
B4 as a result of the analytical and the measurement errors (see
Fig. 5).

5. Discussion

This study attempted to examine and compare the ability of 2D
axisymmetric and 3D numerical models to reproduce variable den-
sity flow column experiments, performed at various combinations
of water flow velocities and density ratios between the intruding
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fluid and the ambient fluid. The 2D axisymmetric model represents
a vertical cross section of the 3D model. Both models were assessed
by comparing finger patterns, concentration breakthrough curves
and mass recovery curves to lab experiments.

5.1. Choice of diagnostics

Assessment of the performance of a model is dependent on the
choice of diagnostics. The use of BTCs shows that both the 2D
axisymmetric and the 3D models are unable to make predictions
about the variation in the mean concentration at high density
ratios, in particular the timing and the magnitude of the concentra-
tion peaks (Ap = —0.0071 in Fig. 5). This issue has been thoroughly
assessed by previous studies (e.g., Johannsen, 2003; Simmons et al.,
2001; Xie et al., 2012) through numerical modelling. They con-
cluded that the variable density flow is semi-chaotic and details
of this flow process cannot be predicted reliably, because such
flows are highly non-linear, non-unique, typically characterised
by multiple bifurcation solutions that are triggered and controlled
by different numerical features in a numerical model. In some
cases, steady solutions may not even exist due to oscillatory
regimes (e.g., van Reeuwijk et al., 2009; Johannsen et al., 2006;
Diersch, 2013). The simulations conducted in this study represent
one possible solution and help to understand the behaviour of den-
sity driven tracer plumes in homogeneous sand column experi-
ments. We could run many simulations, introducing “noise” to
perturb different solutions each time. One clearly cannot expect
to obtain perfect matches of BTCs and fingers in space and time.

In comparison to the BTCs, the models performed better in pre-
dicting mass recovery curves, as mass recoveries result from tracer

mass integrated over time. This better performance of predicting
mass recoveries is indicated by the smaller range of MME than
ME in Fig. 6. Thus it is more reasonable to use mass recoveries to
assess model performance. The number and positions of simulated
instabilities have less influence on mass recovery curves than on
the shape of tracer BTCs. Our finding agrees well with previous
studies (e.g., Xie et al., 2012) which suggest remarkable repro-
ducibility in the behaviour of macroscopic behaviour.

5.2. Choice of 2D or 3D models

Overall, both ME and MME are greater in the 2D axisymmetric
model than those in the corresponding 3D model (Fig. 6). This indi-
cates that a 2D axisymmetric model can be used to make predic-
tions about 3D features of variable density flow as used by
numerous prior studies (e.g., Voss and Souza, 1987; Xie et al.,
2011, 2012, 2010; Riaz et al., 2006; Jang and Aral, 2007; Prasad
and Simmons, 2003, 2005; Dam et al., 2014), and 2D axisymmetric
modelling is representative of 3D processes in the longitudinal
direction. The predictability could become better using a 2D
axisymmetric model when macroscopic diagnostics are used.
Hence, 2D axisymmetric modelling is useful and effective to under-
stand penetration speed, transport patterns because of computa-
tional efficiency.

Of course, 3D models have the advantage of being able to be
used to understand the lateral dispersion/diffusion in the third
dimension (e.g., Fig. 4B), because they are obviously much more
representative of physical processes in nature, i.e., they do not sup-
press physics in the third dimension. It is also important to note
that although a 2D axisymmetric model attempted to represent
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the 3D sand column by changing volumes radially from the column
centre, it is still a true 2D model that has restrictions on
dimensions and hence flow and transport. Fig. 4 clearly indicates
that fingers in the 2D axisymmetric model were restricted to move
along the left lateral boundary (i.e., centre of the sand column)
which was imposed artificially, whereas fingers in the 3D model
were restricted to the true cylindrical boundary.

5.3. Technical difficulties

This study also presents some inherent technical difficulties in
assessing variable density flow. The first one relates to the onset
of instability. The results suggest that the onset is different
between 2D axisymmetric, 3D models and experiments (Figs. 4
and 5). In numerical models, this difference is caused by different
numerical errors in 2D axisymmetric and 3D models that act to
perturb the unstable boundary layer. In fact, this difference
represents a reality of variable density flow in real world. In the
experiments, the onset of fingers is induced by the technical design
of the column inlet, small-scale heterogeneities in the homogenous
sand (caused by packing, grain shape), small variations in pres-
sures caused by the peristaltic pump and the uneven surface of
the column wall. All these external influences vary at different
times even for the same experiment. All these factors trigger the
onset of instabilities but can neither be quantified nor realized in
a numerical model. In addition, an exact vertical position of the
column is not guaranteed and every deviation would affect the
growth and coalescence of fingers. Simmons et al. (2002) con-

ducted sand tank experiments and found many small scale fingers
caused by local heterogeneity of pores although relatively homoge-
neous sand was used. These experimental results were simulated
by Cremer and Graf (2015) testing different perturbation methods
to reproduce fingers. The pattern of instabilities could be repro-
duced using a solute source with spatially random, time-constant
perturbation.

The second difficulty relates to the computation of mass recov-
eries. The results suggest that the differences in the total mass
recoveries (i.e., final) between the 2D axisymmetric and the 3D
models are smaller than between models and experiments (BO,
C0, A4, B4 and C4 in Fig. 5). This indicates that properly measuring
macroscopic features of variable density flow could be difficult.
Our mass recoveries were calculated by integrating measured con-
centration over time instead of directly measured, because tracer
concentration was the only measurable variable. If we can more
reliably determine those macroscopic features, numerical models
can be better constrained and hence better predictions can be
achieved (Prasad and Simmons, 2003; Xie et al., 2012).

5.4. Limitations

This study including both experiments and numerical models
assumed that a plume enters a 3D system across the entire inflow
area and the whole system is homogeneous and isotropic. In areas
such as under salt lakes or landfill sites (e.g., Kimmel and Braids,
1977) or where heterogeneity in hydraulic conductivity prevails
(e.g., Post and Simmons, 2010), dense plumes may enter ground-
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water through high-permeability areas and can migrate in all
directions. Moreover, the spatial distribution of immobile water
regions in porous aquifers such as clay lenses, are likely to control
the vertical flow pattern of density flow. Consequently, 2D models
may not be suitable because dispersion of fluid is limited to a 2D
transect, and so 3D models must be used to gain insights into
potential migration pathways.

Furthermore, the full extent of fingering processes is restricted
by the experimental design, especially by the column wall. The
wavelength of instabilities determines if variable density flow is
stable or unstable (Schincariol et al, 1994). With increasing
Rayleigh number the wavelength for triggering unstable flow
becomes smaller (Menand and Woods, 2005). Flowers and Hunt
(2007) concluded that unstable variable density flow is only possi-
ble when the wavelength of instabilities is smaller than the column
diameter. Theoretically, the radius to column height ratio also
controls unstable variable density flow under ideal boundary con-
ditions. The critical Rayleigh number triggering instabilities
increases with decreasing radius to height ratio (Nield and Bejan,
2012). Clearly, whether and how the column diameter and the
radius to column height ratio affect variable density flow needs
further investigation.

In this study, viscosity was considered constant throughout the
model. This parameter is a function of the properties of liquid com-
ponents. Adding 4% methanol caused the viscosity to decrease by
11% (Mikhail and Kimel, 1961) and this change should impact on
variable density flow. Graf and Boufadel (2011) demonstrated that
viscosity could significantly impact the transport of dense plumes.
However, this impact can and should be taken into account where
parameters such as permeability can be determined precisely.
Given permeability measurements could vary by a factor of 3 or
more even in laboratory conditions, the effect of viscosity varia-
tions are likely negligible compared to variations in permeability.

6. Summary and conclusions

Laboratory experiments have been performed in a homoge-
neous sand column to examine the effects of spatial dimensionality
(2D axisymmetric vs 3D) on variable density flow behaviour. For
each experiment, a bromide tracer solution mixed with methanol
was injected into a flow field with a constant flow rate. In total,
nine experiments were conducted with three different tracer mix-
tures (variable density) and three different water flow velocities
(variable advection). These experiments were then modelled in
both 2D axisymmetric and 3D to understand how well 2D axisym-
metric models and 3D models could simulate 3D variable density
flow processes that occurred in the experiments.

Experimental data indicated the increasing influence of variable
density flow on transport with increasing density ratio and
decreasing flow rate. This resulted in early breakthroughs of the
tracer in comparison to the mean transit time of water. Further-
more, maximum peak concentrations decreased and pronounced
double peaks were observed. This highlighted the importance to
consider variable density flow even at small density ratios
(—0.0036) in transport studies conducted at the laboratory scale.
Numerical simulations of experimental results indicated that vari-
ous fingers were formed in the beginning which merged together
with travel distance along the boundary of the model domain.
Complex structures of fingers in 3D resulted in highly asymmetric
BTCs with pronounced multi peaks. The rather simple shape of fin-
gers obtained in 2D axisymmetric models yielded asymmetric BTCs
with a negative skewness. Clearly different BTCs were found for 2D
and 3D simulations using the same set of parameters. In both
cases, simulations failed to predict details such as the timing and
the magnitude of the concentration peaks. Both 2D and 3D models

produced high mass recovery efficiency (on average 98% and 95%
for 2D axisymmetric and 3D, respectively). The model efficiency
in predicting concentrations was lower with 89% for 2D axisym-
metric and 81% for 3D. This indicates that the prediction of mass
recovery is more reliable than the prediction of concentration at
a specific time. Therefore, 2D axisymmetric models can be used
to simulate 3D variable density flow in settings such as homoge-
neous sand columns. Because of less computational demand, 2D
modelling is also preferable than 3D when the objective is to quan-
tify macroscopic features such as average finger penetration speed,
overall migration behaviour, total solute mass. Certainly, 3D mod-
elling must be performed if we are interested in practical issues
such as the spatial scale of dense plume spreading or the likelihood
of the occurrence of high solute concentrations.
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