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Abstract
Somatic copy number alterations (SCNAs) play an important role in carcinogenesis. However, the impact of genomic architecture
on the global patterns of SCNAs in cancer genomes remains elusive. In this work, we conducted multiple linear regression (MLR)
analyses of the pooled SCNA data from The Cancer Genome Atlas (TCGA) Pan-Cancer project. We performed MLR analyses for 11
individual cancer types and three different kinds of SCNAs—amplifications and deletions, telomere-bound and interstitial SCNAs
and local SCNAs. OurMLRmodel explains >30%of the pooled SCNAbreakpoint variation,with the explanatory power ranging from
13 to 32% for different cancer types and SCNA types. In addition to confirming previously identified features [e.g. long interspersed
element-1 (L1) andshort interspersednuclearelements],wealso identified severalnovel informative features, includingdistance to
telomere, distance to centromere and low-complexity repeats. The results of the MLR analyses were additionally confirmed on an
independent SCNA data set obtained from the catalogue of somatic mutations in cancer database. Using a rare-event logistic
regression model and an extremely randomized tree classifier, we revealed that genomic features are informative for defining
common SCNA breakpoint hotspots. Our findings shed light on the molecular mechanisms of SCNA generation in cancer.

Introduction
Cancer is fundamentally a disease characterized by a diversity
of somatic alterations (1). Recently developed technologies,
such as single-nucleotide polymorphism (SNP) arrays and next-
generation DNA sequencing have created unprecedented op-
portunities for studying different classes of mutations, including
single-base substitutions, small indels, genomic rearrange-
ments, and somatic copy number alterations (SCNAs) (1–3). The
landscape of SCNAs has been charted across different types of
cancer, with recurrent SCNAs often pointing at novel oncogenes
and tumor suppressor genes (2,4,5). Although SCNAs affect a
sizeable fraction of the genome and are functionally important
in carcinogenesis, their generation mechanisms are not yet fully
understood.

Previous analyses of SCNA data have provided insights into
the mechanisms shaping SCNA occurrence (2,5–7). SCNA break-
points are not uniformly distributed in the genome, but rather
tend to be spatially clustered in breakpoint hotspots (6). For in-
stance, G-quadruplex sequences (G4s) are enriched in the vicinity
of SCNA breakpoints, suggesting the contribution of genomic
properties to SCNA formation (6). A recent comparative analysis
has identified two types of SCNA breakpoint hotspots—cancer-
type-specific SCNA breakpoint hotspots, which are enriched in
known cancer genes, and common hotspots (CHSs). The latter
can be relatively well predicted from genomic context by a mul-
tiple linear regression (MLR) model (8). However, the model pre-
sented in (8) explains only a small part of the SCNA breakpoint
variance [with the top four features—indel rate, exon density,
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substitution rate and short interspersed nuclear element (SINE)
coverage—being collectively responsible for 14% of the variation].
Amodel considering amuch wider spectrum of genomic proper-
ties would be expected to better illuminate howdifferent genom-
ic features contribute to the global patterns of SCNAs in cancer
genomes.

Many endogenous factors (such as non-B DNA conformations
and repetitive sequences) can cause double-strand breaks (DSBs).
Subsequent erroneous DNA repairs will result in copy number
alterations (6,9,10). Indeed, genome-wide mapping of DSBs has
shown that DSB regions are enriched in genomic regions fre-
quently rearranged in cancers (11). Under certain circumstances,
DNA can assemble into non-B conformations at specific se-
quencemotifs includingA-phasedrepeats,G-quadruplex,Z-DNA,
inverted repeats, mirror repeats and direct repeats (12). The re-
sulting DNA secondary structures have been implicated in the
formation of structural alterations including copy number varia-
tions (CNVs), inversions and translocations, such as G-quadru-
plexes (6), Z-DNA (13), cruciforms formed by inverted repeats
(14) and triplexes (also known as H-DNA) formed by mirror re-
peats (15). Transposable elements are dispersed at high-copy
numbers throughout the human genome, and non-allelic hom-
ologous recombination between different copies of transposable
elements can result in CNVs. For example, homologous recom-
bination of non-allelic copies of L1 and human endogenous retro-
viral elements leads to the formation of CNVs (16,17). Moreover, a
13-mer CCNCCNTNNCCNCmotif was found to associate with re-
combination hotspots in humans and was clustered in common
mitochondrial deletion hotspots (18). Recently, Zhou et al. (19)
have revealed a significant enrichment of human germline and
somatic structural variant breakpoints in self-chain (SC) regions,
a group of low-copy repeats <1 kb. Besides the effects of local gen-
omic context on CNV formation, TCGA Pan-Cancer analysis has
suggested different mechanisms for telomere-bound SCNAs
and those SCNAs that are interstitial to chromosomes, highlight-
ing the importance of the chromosome structure (e.g. telomeres
and centromeres) (5).

In this study, we selected genomic features, which have been
proposed to affect SCNAs across the human genome, of which

DSBs, SCs, recombination motifs, and distance to telomeres
and centromeres have not been investigated in previous studies.
We also include the histone marker H3K9me3, which accounts
for >40% of mutation rate variation in cancer cells (20). We built
MLR and logistic regression (LR) models to explore the intrinsic
basis of observed SCNA patterns. These statistical methods
have been successful in contrasting common fragile sites and
non-fragile sites (21) and investigating the effects of diverse se-
quence features on integration sites of DNA transposons (22).

The overview of our study is presented in Figure 1. Taking ad-
vantage of SCNAs data from the TCGA Pan-Cancer project and
collected genomic features, we first selected predictors (genomic
features) to reduce multicollinearity and identified common
SCNA breakpoint hotspots and non-hotspots (NHSs) across
Pan-Cancer types. We then built MLR models to investigate
whether and how different genomic features contribute to the
genome-wide patterns of SCNA breakpoints. We also applied
LR and extremely randomized tree classifier to contrast between
common SCNA breakpoint hotspots and NHSs. Our MLR models
can explain >30% of SCNA breakpoint variation. The power of the
models remain stable when one considers separately different
SCNA types (amplifications and deletions), SCNA types of pos-
sible different generation mechanisms (telomere-bound SCNAs
and interstitial SCNAs), and SCNAs from different cancer types.
We also demonstrate that these genomic features are inform-
ative for telling apart common SCNA breakpoint hotspots and
NHSs by logistic models and extremely randomized tree classi-
fiers. This suggests that common breakpoint hotspots strongly
depend on the local genomic context.

Results
Identification of SCNA breakpoint hotspots

In this work, we analyzed data on 404 488 SCNA breakpoints (5) in
11 cancer types (Table 1). To characterize the genome-wide pat-
terns of SCNA occurrence, we divided the human genome into
1 Mb non-overlapping windows, after removing gaps, and calcu-
lated the density of SCNA breakpoints within each window.

Figure 1. An overview of the study design. TCGA: the cancer genome atlas; SCNA, somatic copy number alterations; CHS, common hotspots; NHS, non-hotspots.
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Based on the randomization procedure described in theMaterials
and Methods section, we identified 81–331 breakpoint hotspots in
individual cancers [false discovery rate (FDR) corrected P < 0.05].
As seen in Figure 2 different types of cancer often share break-
point hotspots, but also have their specific hotspots. Based on
the definitions in theMaterials and Methods section, we identified
29 CHSs, 1824 NHSs and 685 non-common hotspots (NCHSs).

Human genomic features

To identify potential correlates of SCNA breakpoint patterns, we
compiled a set of diverse genomic features, of which some,
including non-B DNA sequences, and transposable elements,
were previously investigated for their effects on SCNA break-
points (8), while several other features, such as distance to
centromere and DSBs, are used for this purpose in this work for

Table 1. Summary of SCNA data from TCGA Pan-Cancer project

Cancer type Abbr. Sample
size

SCNA
breakpoints

Breakpoint
Amplification Deletion
Interstitial Telomere-bound Interstitial Telomere-bound
Local Chr. level Local Local Chr. level Local

Bladder urothelialc carcinoma BLCA 90 13 344 4562 802 1172 3900 1326 1582
Breast invasive carcinoma BRCA 745 99 574 42 268 2624 8792 25 414 8610 11 866
Colon adenocarcinoma COAD 349 21 650 4222 2318 2004 6672 3966 2468
Glioblastoma multiforme GBM 485 28 462 10 162 2078 1074 10 234 2556 2358
Head and neck squamous cell carcinoma HNSC 270 24 272 6990 1130 3068 5586 3320 4178
Kidney renal clear cell carcinoma KIRC 373 9040 1818 1024 860 1756 2230 1352
Lung adenocarcinoma LUAD 292 34 952 12 080 1890 3430 8006 4882 4664
Lung squamous cell carcinoma LUSC 261 34 400 10 828 1106 3998 7992 4628 5848
Ovarian serous cystadenocarcinoma OV 457 92 216 41 238 2762 10 720 19 200 7176 11 120
Rectum adenocarcinoma READ 147 12 358 2620 1114 1090 3694 2328 1512
Uterine corpus endometrial carcinoma UCEC 376 34 220 18 014 1196 2726 6570 2132 3582
Total 3845 404 488 154 802 18 044 38 934 99 024 43 154 50 530

Abbr., abbreviation; Chr., chromosome.

Figure 2. The distribution of SCNA breakpoint frequencies in 11 cancer types—BLCA, BRCA, COAD, GBM, HNSC, KIRC, LUAD, LUSC, OV, READ andUCEC (see Table 1 for full

names), calculated as =log10 (the number of SCNA breakpoints in each block +1). Breakpoint hotspots in each cancer type are colored in black.
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the first time. In total, we examined 29 features that can be gen-
erally categorized into six groups: non-B DNA conformations;
DNA sequence; gene regulation and expression; evolutionary
features; chromosome structures and functional features
(Table 2). Following Fungtammasan et al. (21) and Campos-Sán-
chez et al. (22), we used hierarchical clustering with Spearman’s
rank correlation to remove some strongly correlated features
(Supplementary Material, Fig. S1). Finally, 25 features were used
for subsequent regression analyses.

Impact of genomic features on the frequencies of SCNA
breakpoints

Weexamined towhat extent the observed genome-wide patterns
of breakpoints could be explained by genomic features. Following
an approach similar to the one described in (21,22), the density of
SCNA breakpoints (response) calculated in each 1 Mb window
was represented as a function of the 25 genomic features (predic-
tors) measured in the same 1 Mb window. The resulting MLR
model accounted for 32.03% of the variation in the breakpoint
density and contained 11 significant predictors (Table 3). The pre-
dictor with the strongest positive effect in the model is direct
repeat coverage (10.35%). Other predictors with a significant posi-
tive effect are L1 coverage, low-complexity repeat coverage, SINE
count, conserved DNA element count, CpG island coverage and
inverted repeat coverage with the relative contribution to vari-
ance explained (RCVE) ranging from 0.89 to 2.06% (Table 3;
Fig. 3). The predictors with the strongest negative effect are dis-
tance to telomere (29.15%) and distance to centromere (14.55%).
Less significant predictorswith anegative effect aremirror repeat

count (6.68%), Z-DNA repeat coverage (1.14%) and simple repeat
coverage (0.98%).

We repeated the sameanalysis replacing someof thepredictors
with highly correlated predictors. For example, A-phased repeat
coverage was replaced with G4 count or recombination motif and
we observed slight changes in both the RCVE of predictors and R2

of models. Most of genomic features remained significant in these
alternative models (Supplementary Material, Tables S1–S4).

Wenext appliedMLR for breakpoints of two SCNA types—am-
plifications and deletions—separately. TheMLRmodel explained
29.52% (amplifications) and 27.88% (deletions) of response vari-
ance. Notably, the predictors and the sign of their effect revealed
by these two MLR models are similar to those of pooled SCNA
breakpoints (SupplementaryMaterial, Tables S5 and S6), although
somedifferenceswereapparent. For instance,Z-DNArepeat cover-
age, which had negative effect when both types of breakpoints
were considered, disappeared in the MLR model for amplification
breakpoints. Likewise, inverted repeat coverage lost its positive ef-
fect in the MLR model for deletion breakpoints.

Distance to telomere is a predictor with the strongest negative
effect for both pooled SCNA breakpoints and the breakpoints cor-
responding to the two individual SCNA types—amplifications
and deletions (Table 3 and Supplementary Material, Tables S5
and S6). In order to remove the confounding effect of this param-
eter, we next divided SCNAs into two categories: telomere-bound
SCNAs, with one boundary located in the telomere and intersti-
tial SCNAs, with both boundaries interstitial to the chromosome
(5). MLR models accounted for 31.90 and 20.24% of the variation
for telomere-bound SCNAs and interstitial SCNAs, respectively.
Significant predictors of telomere-bound and interstitial SCNAs

Table 2. Genomic features used in the regression analyses

Category Predictor Measure Source

DNA conformation A-phased repeats Coverage Non-B DB version 2
Mirror repeats Count Non-B DB version 2
Direct repeats Coverage Non-B DB version 2
Inverted repeats Coverage Non-B DB version 2
Z-DNA Coverage Non-B DB version 2
G4 log10 (count) Non-B DB version 2

DNA sequence Microsatellites Coverage UCSC Genome Browser
SINEs log10 (count) UCSC Genome Browser
L1 Coverage UCSC Genome Browser
L2 Coverage UCSC Genome Browser
LTR retrotransposons Coverage UCSC Genome Browser
DNA transposons Coverage UCSC Genome Browser
Low-complexity repeats Coverage UCSC Genome Browser
Double-strand breaks Coverage Tchurikov et al. (2013)
Self-chain segments Coverage This work
GC content Coverage This work
Simple repeats Coverage UCSC Genome Browser

Expression and gene regulation H3K9me3 Count Barski et al. (2007)
CpG islands Coverage UCSC Genome Browser

Chromosome structure Distance to centromere log10 (distance in bp) This work
Distance to telomere log10 (distance in bp) This work

Evolutionary features Recombination motif Coverage This work
Conserved DNA elements Count Siepel et al. (2005)
Indel rate Coverage Human-Chimp alignment
Substitution rate Coverage Human-Chimp alignment

Functional features Replication timing Sum Hansen et al. (2010)
Exon Coverage UCSC Genome Browser
miRNA genes Coverage miRbase database
Fragile sites Yes/no Fungtammasan et al. (2012)
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are listed in Supplementary Material, Tables S7 and S8. Distance
to telomere is a dominant predictor for telomere-bound SCNAs
(relative contribution of 29.97%), while for interstitial SCNAs the
most significant predictor is distance to centromere (relative con-
tribution of 45.91%). Distance to centromere and SINEs are also
significant for both SCNA types. However, the relative contribu-
tion of distance to centromere is substantially reduced for the
telomere-bound SCNAs compared with interstitial SCNAs. More-
over, the other significant predictors for telomere-bound SCNAs
are quite different from the significant predictors for the intersti-
tial SCNAs.

By definition, the breakpoints of chromosome-level SCNAs
are fixed at telomeres. We, therefore, excluded chromosome-
level SCNAs from all the pooled SCNAs before conducting MLR
analyses. We found that the model could explain 30.36% of the
variation and included 10 significant predictors (Supplementary

Material, Table S9). Notably, the predictors and their effect are
similar to those of pooled SCNAs.

We also performed similar analyses for each cancer type and
found the adjusted R2 of models to be >26% for all cancer types
except for glioblastoma multiforme (13.66%) and kidney renal
clear cell carcinoma (17.39%). Similar to the MLR model of the
pooled SCNA breakpoints, we identified direct repeat coverage,
L1 coverage, low-complexity repeat coverage and SINE count as
significant positive predictors for almost all cancer types
(Fig. 3). The distance to telomere, distance to centromere and
mirror repeat count remained significant negative predictors for
each cancer type (Fig. 3).

We also conducted 5-fold cross validation for all the MLR
models.While theMLRmodel trained over the pooled breakpoint
data set yielded an adjusted R2 of 32.03%, the R2 of the 5-fold MLR
built from the pooled breakpoint data set was 25.31% (Table 3).

Table 3. The MLR model for pooled SCNA breakpoints

Predictor Standardized
coefficient

Variance
inflation factor

P-value Relative
contribution, %

Five-fold relative
contribution, %

Distance to centromere −0.2428 1.265 4.24E−38 14.55 19.76
Conserved element count 0.1132 3.382 1.88E−04 1.18 1.07
CpG island coverage 0.0722 1.133 3.88E−05 1.43 1.11
Direct repeat coverage 0.425 5.433 7.69E−28 10.35 11.97
Inverted repeat coverage 0.0976 3.330 1.17E−03 0.89 0.51
L1 coverage 0.1361 3.677 1.66E−05 1.57 1.67
Low-complexity repeat coverage 0.1424 3.069 8.34E−07 2.06 2.78
Mirror repeat count −0.3028 4.284 1.12E−18 6.68 7.70
SINE count 0.2231 3.762 4.84E−06 1.77 1.87
Distance to telomere −0.4194 1.883 2.81E−72 29.15 32.21
Z-DNA coverage −0.1083 3.146 2.46E−04 1.14 Not significant
Simple repeat coverage −0.0874 2.434 6.67E−04 0.98 1.12
Adjusted R2 31.36
Five-fold adjusted R2 25.31

Figure 3. The effect of genomic features in MLRmodels. The intensity of grey color is proportional to the RCVE in eachmodel. Predictors in white color are not significant.

See Table 1 for full names of cancer types.
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Moreover, the significant predictors and their effects identified in
5-fold MLR are similar to those of MLR (Table 3). The 5-fold MLR
results for the other MLR models are provided in Supplementary
Material, Tables S1–S9 and Figure S2. The consistency between
the MLR model and 5-fold MLR model indicates that the MLR re-
gression model demonstrates good predictive ability and gener-
alizes well on validation data sets.

We also assessed the generalization ability of our MLR model
on an independent data set obtained from the catalogue of som-
atic mutations in cancer (COSMIC) database (see the Materials
and Methods section). On this data set the MLR model and the
5-fold MLR model accounted for 41.16 and 36.99% of breakpoint
variation, respectively (Supplementary Material, Table S10). The
most significant predictors, e.g. distance to telomere, mirror re-
peats and distance to centromere identified in the MLR model
for pooled breakpoints fromTCGA are also found to be significant
in the MLR model on the independent data set. However, predic-
tors, including exon coverage, H3K9me3 count, long terminal
repeat (LTR) retrotransposon coverage and indel rate, gained sig-
nificance in this data set. Exon coverage and indel rate are
among the top four features in the model presented in (8).

Contrasting between CHSs and NHSs by LR

We investigated how genomic context affects the distribution of
common breakpoint hotspots in cancer genomes. To this end, we
built a standard LRmodel using 25 features. The final standard LR
model had a pseudo-R2 51.83% and comprised two highly signifi-
cant genomic features: distance to telomere (individual contribu-
tion 20.70%) and direct repeat coverage (individual contribution
5.16%).

However, the standard LRmodel may suffer from small-sam-
ple bias and class imbalance. In this work, the sample size of
CHSs is small (sample size: 29) and sample sizes for NHSs and
CHSs are imbalanced (1824 versus 29). For this reason, besides
standard LR, we performed the rare-events logistic regression
(RELR). The estimates of a RELR model are corrected for class im-
balance. Moreover, to eliminate the possible small-sample bias,
we increased the number of common cancer hotspots bya sliding
process, in which we divided the human genome into 1 Mb over-
lappingwindowswith a step size of 100 kb. Following the hotspot
identification procedure described in the Materials and Methods
section, we identified 231 CHSs. The RELRmodel has a pseudo R2

51.83% and contains 12 significant predictors (Table 4; Fig. 4). The
strongest feature discriminating CHSs and NHSs was distance to
telomere (individual contribution 20.70%). This was a negative
predictor, indicating that CHSs tend to be positioned closely to
telomere. Direct repeat coverage is the strongest significant posi-
tive predictor (with the individual contribution is 5.16%), which
implies that CHSs are located preferably in a genomic context
that is enriched in direct repeats.We also performed RELR to con-
trast between NCHSs and NHSs as well as between NCHSs and
CHSs. We found that genomic features cannot discriminate be-
tween them (data not shown).

Interestingly, the important features determined by the
model, such as distance to telomere, direct repeat coverage, dis-
tance to centromere and L1 coverage, were also identified to have
significant effects on SCNA breakpoint in the MLR models.

Extremely randomized tree classifier for telling apart
CHSs and NHSs

We applied the extremely randomized tree classifier to distin-
guish CHSs and NHSs using the same 25 features. For the CHSs,
this classifier reaches the area under the receiver operating
characteristic (ROC) curve (AUC) of 0.96 (Fig. 5A). The important
features determined by the classifier for CHSs are distance to
telomere, indel rate and direct repeats (Fig. 5B), which is generally
consistent with the predictors identified in the RELR model.
These results suggest that the positions of common breakpoint
hotspots can be reasonable well predicted from local genomic
properties.

Discussion
Using a MLR model trained on 19 genomic properties, a previous
study revealed top four genomic features, including indel rate,
exon density, substitution rate and SINE coverage, contributing
to SCNA breakpoint formation (8). Taking advantage of the
TCGA Pan-Cancer SCNA data, we considered a wider range of
genomic features than in (8) and performed prescreening of fea-
tures to reduce the effect of multicollinearity. Our MLR model is
more than two times more powerful than that in (8) (32% of
breakpoint variance explained versus 14%) and maintains its
strong performance upon 5-fold cross validation. By including
six novel genomic features, our models revealed two novel pre-
dictors—distance to telomere and distance to centromere—
which made the strongest contribution to our model (relative
contribution of 29.15 and 10.35% to MLR model for pooled SCNA
breakpoints). The inclusion of these two featuresmayexplain the
superiority of our model compared with that described in (8).
Notably, out of the top four features reported in (8) SINE coverage
ranked sixth in predictive importance in our model, while the
other three features—indel rate, exon density and substitution
rate—were not among the significant predictors in our model
(rank below 13th, see Supplementary Material, Table S11).
When applying the same model to an independent data set,
exon density and indel rate have some predictive power and
rank second and last, respectively (Supplementary Material,
Table S10). We, thus, encountered some discrepancies between
the results obtained on the TCGA data and the independent COS-
MIC data set. However, we found that distance to telomere, dis-
tance to centromere, CpG island coverage and mirror repeat
count affect SCNA formation in both data sets, and the general
consistencyof the results obtained on these two datasets empha-
sizes the reliability of our findings. The power of the models was
upheld for different SCNA types (amplifications and deletions),

Table 4. RELR for contrasting CHSs with NHSs

Predictor Standardized
coefficient

P-value Relative
contribution, %

Conserved elements count 5.0288 5.18E−04 1.01
CpG island coverage 1.8248 1.04E−06 1.14
Direct repeats coverage 11.2571 2.16E−11 5.16
DNA coverage −5.2514 3.82E−05 2.02
L1 coverage 8.2532 1.87E−09 2.95
L2 coverage −4.8572 2.02E−05 1.61
Low-complexity repeats
coverage

3.7462 1.56E−04 1.08

Mirror repeat count −2.7408 5.41E−03 0.67
SINE count 10.5131 6.26E−08 2.50
Distance to telomere −44.2594 4.50E−27 20.70
Z-DNA coverage −4.0246 1.16E−05 1.61
Simple repeat coverage −6.7009 9.29E−04 1.02
Explained deviance 51.83
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Figure 5. Distinguishing CHSs from NHSs from genomic features. (A) ROC–AUC curves of the extremely randomized forests. (B) The normalized relative contribution of

predictors in terms of distinguishing CHSs and NHSs.

Figure 4. The normalized relative contribution of predictors in terms of distinguishing CHSs and NHSs for the RELR model.
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for SCNAs generated by distinct mechanisms (telomere-bound
SCNAs and interstitial SCNAs) and for SCNAs from different can-
cer types. The TCGA Pan-Cancer analysis has revealed two types
of SCNAs: interstitial SCNAs and telomere-bound ones (5). The
frequency of interstitial SCNAs is inversely correlated with
their lengths (2,5), while the telomere-bound ones tend to follow
a uniform length distribution (5), which reflects distinct me-
chanisms underlying their formation. Indeed, in our study dis-
tance to centromere contributes strongly to the MLR model for
interstitial SCNAs, while distance to centromere has a much
smaller role than distance to telomere and direct repeat cover-
age in the MLR model for telomere-bound SCNAs. According
to the MLRmodel the breakpoints of interstitial SCNAs are over-
represented close to centromeres, which is consistent with the
previous observations (5,23,24). Frequent breakages near cen-
tromeres may lead to their dysfunction and further cause
chromosomal instability (25), which is a hallmark of diverse
cancers (26). The prevalence of telomere-bound SCNAs in can-
cers may relate to telomere dysfunction (27), and those break-
points of telomere-bound SCNAs that are not located in
telomeres were speculated to occur at regions with DSBs (5).
Our MLR models for telomere-bound SCNAs favor this hypoth-
esis and demonstrate frequent occurence of DSBs in regions en-
riched in direct repeats. Direct repeats have been documented
previously to cause hairpins and to overlap with chromosome
regions undergoing somatic rearrangements (28). The high-
prediction power of direct repeats in every cancer type suggests
their significant common role in shaping the distribution of
SCNA breakpoints.

We also demonstrate that mirror repeat count, L1 coverage,
SINE count, low-complexity repeat coverage and several other
features have important albeit smaller roles in our MLRmodels.
SINEs and L1 have been extensively studied for their roles in
non-allelic homologous recombination, which leads to dele-
tions, duplications and inversions (16,29). The significant posi-
tive effect of low-complexity repeats for all cancer types is in
line with the fact that they are usually AT-rich and prone to
causing the replication fork to pause or stall (30) and thus induce
breaks. Moreover, AT-rich repeats constitute unstable regions of
the genome, conferring susceptibility to rearrangements (31).
These results suggest a generalmechanism of genome instability
induced by genomic context.

Using the same 25 genomic features to contrast CHSs and
NHSs of SCNA breakpoints, we applied extremely tree classi-
fiers to train the model and obtained a more powerful model
compared with that in (8) (AUC: 0.96 versus 0.75). RELR and ex-
tremely tree classifiers both revealed distance to telomere and
direct repeat coverage as being particularly potent in distin-
guishing CHSs and NHSs of SCNA breakpoints. The consistency
of the results obtained by rare-event logistic models and ex-
tremely tree classifiers corroborates the robustness of our
conclusions. It is noteworthy that indel rate is an important
predictor in extremely randomized tree classifiers, but not in
rare-event logistic models. The strong contrast between CHSs
and NHSs for SCNA breakpoints in terms of the distance to
telomere and direct repeat coverage indicates that CHSs strong-
ly depend on the local genomic context. Given that only few
known cancer genes are located in common breakpoint hotspot
regions (2,8), Li et al. (8) hypothesized that the high frequency of
SCNAs in these CHSs across cancer types is largely due to re-
gionally higher mutation rate (8). The regions with intrinsically
higher mutation rate are independent of tumor type (or tissue
origin) and are usually shared across different caner types.
Since the regions enriched in direct repeats and/or those close

to telomeres are susceptible to mutations, our models comply
with this hypothesis.

Materials and Methods
SCNAs data

The first SCNA data published in (5) were kindly provided by Tra-
vis I. Zack andRameen Beroukhim (Dana-Farber Cancer Institute,
USA). SCNAs were obtained by mapping the signal intensities
from the Affymetrix Genome-Wide Human SNP Array 6.0 in
each cancer sample upon removing the probes in regions of re-
current germline CNVs identified from normal tissue samples.
The datawere provided as fileswith 105 890 and 96 354 individual
SCNAs corresponding to amplifications and deletions. For each
individual SCNA the files contain its chromosomal coordinates
(chromosome number as well as start and end positions), TCGA
barcode (sample identity), amplitude of copy number change
and other information.We grouped SNCAs from the same cancer
type based on the Pan-Cancer project sample information from
synapse.org (syn1710466). Both boundaries of each SCNA were
defined as breakpoints with a precision of ∼1 kb (the median
inter-marker distance for Affymetrix Genome-Wide Human
SNP Array 6.0 is <700 bases). In total, we obtained 404 488 SCNA
breakpoints from 4943 samples across 11 cancer types, of
which 211 780 and 192 708 breakpoints correspond to amplifica-
tions and deletions, respectively (Table 1). We also subdivided
all SCNAs into two categories: telomere-bound SCNAs, with at
least one boundary situated on a telomere, and interstitial
SCNAs, with both boundaries interstitial to the chromosome.
Specifically, for each chromosome we defined those SCNAs
started at the left-most position or ended at the right-most pos-
ition of the chromosome as telomere-bound SCNAs (see Fig. 6).
All the remaining SCNAs were considered to be interstitial. We
further subdivided SCNAs into local and chromosome-level
ones. Chromosome-level SCNAs were defined as those having
the left boundaryat the left-most position and the right boundary
at the right-most position in the given chromosome, while all
other SCNAs were considered local (Fig. 6). By definition, all
chromosome-level SCNAs are also telomere-bound, and all inter-
stitial SCNAs are also local SCNAs. The second data set was from
the COSMIC database (version 73) (32), and we retrieved 699 492
SCNAs generated by studies other than TCGA (COSMIC study
identifiers: 328, 382, 538, 585, 586, 589 and 650).

Data collection on genomic features

A total of 29 genomic features were considered as potential pre-
dictors of the SCNApatterns (Table 2). Their genomic coordinates
were either obtained from public databases and published stud-
ies or identified in this study. All coordinates correspond to the
human genome assembly hg19 and, where necessary, the Uni-
versity of California, Santa Cruz (UCSC) liftOver tool was used
to convert the hg18 coordinates to hg19 (33).

Chromosomal coordinates of the following genomic features
were downloaded from the UCSC Genome Browser (33): probes of
the Affymetrix Genome-Wide Human SNP Array 6.0 (retrieved
from the SNP/CNV Arrays track); LTR retrotransposons, L1, L2,
SINE, DNA transposons and low-complexity repeats (retrieved
from the RepeatMasker track); telomeres, centromeres and gen-
ome assembly gaps (retrieved from the Gap track); microsatel-
lites; simple repeats; CpG islands; exons and SCs. The latter
elements are essentially pairs of short (up to 1 kb) low-copy re-
peats either in direct (+) or inverted (−) orientation (19). Following
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(19) we only considered self-chain segments (SCSs) consisting of
paired SCs located on the same chromosome aswell as their spa-
cing gaps with the total lengths of up to 30 kb. Furthermore, we
removed any SCSs overlapping with gaps in the human genome
assembly (including centromeres, telomeres, heterochromatin
regions etc.) and segmental duplications.

Non-B DNAmotifs (A-phased repeats, direct repeats, inverted
repeats, mirror repeats, G-quardruplexes (G4) and Z-DNA) were
downloaded from the non-B DB version 2 (12). We used the data
set of conservedDNAelements in vertebrates published by Siepel
et al. (34). Regions containing DSBswere downloaded fromTchur-
ikov et al. (35). Genomic coordinates for each histonemodification
marker H3K9me3 in CD4+ T cells were obtained from the study of
Barski et al. (36). Replication timing (RT) data for the lymphoblas-
toid cell line GM06990 were obtained from Hansen et al. (37). For
each 1 kbwindow of the genome sequence, we obtained percent-
normalized tag density values for the six phases of the cell cycle
(denoted G1b, S1, S2, S3, S4 and G2). As suggested by the authors,
a weighted average of the data based on the progression of each
cell cycle was utilized, and RT was defined by the following
formula:

RT ¼ ð0:917 × G1bÞ þ ð0:75 × S1Þ þ ð0:583 × S2Þ
þ ð0:417 × S3Þ þ ð0:25 × S4Þ þ ð0 × G2Þ:

Higher RT values correspond to earlier replication events. The
percentage of G/C nucleotides (GC coverage) for specific genomic
regions was calculated using the nuc utitlity, which is part of
BEDTools (38). The genome-wide distribution of the 13-mer
CCNCCNTNNCCNC motifs related to recombination hotspots
was obtained by FUZZNUC searches [as implemented in the Euro-
pean Molecular Biology Open Software Suite package (39)]. We
obtained the coordinates for fragile sites and miRNA genes
from a previous study (21) and miRbase (40), respectively. The
rates of nucleotide substitutions and indels were calculated
based on human–chimpanzee alignments as described in (8).

Data transformation andprescreening of SCNApredictors

Genomic features described abovewere considered as potentially
affecting the patterns of SCNAoccurrence across the genome.We

partitioned the human genome into non-overlapping 1 Mb win-
dows, after excluding gaps in the genome assembly. The features
were measured as counts (number of copies in a window), cover-
age (fraction of a window occupied by the feature), distance in
base pairs to a telomere or a centromere or sum (specifically,
the sum of the RT values of 1 kb fragments in a 1 Mb window)
(Table 2). All features were evaluated for normality, and if neces-
sary transformed by the logarithm function to approximate it
(Table 2). In order to improve the efficiency of model selection
for the subsequent regression analyses (see below) and reduce
the influence of multicollinearity, we performed the same filter-
ing process for the genomic features as in (21,22). We used hier-
archical clustering to identify clusters of features based on
Spearman’s rank correlation coefficient using a threshold of 0.8.
From each such cluster, we selected one representative feature,
thus ensuring relatively low linear dependencies.

Identification of CHSs and NHSs for breakpoints across
cancer types

Breakpoint hotspots, i.e. genomic regions in which breakpoints
are significantly enriched, were identified according to themeth-
od described in (6,8,41). We split the human genome into non-
overlapping 1 Mb windows and excluded from consideration
windows with extremely low Affymetrix Genome-Wide Human
SNP Array 6.0 probe density (below three standard deviations
from the mean). The number of breakpoints for each cancer
type was counted in each 1 Mb window. The same procedure
was applied to SCNA breakpoint positions randomized 1000
times in order to generate the null distribution expected by
chance. Randomization and counting of breakpoints were per-
formed using BEDTools (38). We assumed a normal distribution
for the randomly generated samples and computed P-values
from the parameterized normal cumulative density function.
The windows with FDR-corrected P < 0.05 were defined as break-
point hotspots. We defined the 1 Mb breakpoint hotspots shared
in all 11 cancer types as CHSs and the 1 Mb windows which are
not identified as breakpoint hotspot in any cancer type as
NHSs. The remaining 1 Mb breakpoint hotspots were defined as
NCHSs, including hotspots found in only one cancer type and
hotspots identified in some, but not all cancer types.

Figure 6. Schematic illustration of SCNA categories considered in this work.
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MLR analysis

MLR models an approximately continuous response on the pre-
dictors.MLR builds the linear relationship between the predictors
and the response. All surveyed genomic features measured in
1 Mb segments were used as potential predictors of SCNA oc-
currence across the human genome. The density of SCNA break-
points in every 1 Mb window was determined both for all cancer
types pooled together and for each cancer type individually. In
addition, in each window we also calculated the breakpoint den-
sity of copy number amplifications and deletions, as well as
telomere-bound and interstitial SCNAs. Further, for each win-
dow, we also computed the SCNA breakpoint densities after
excluding chromosome-level SCNAswith bothboundaries located
approximately at telomeres. These densities were used as re-
sponse variables for MLR.

To diagnose multicollinearity of each predictor, variance in-
flation factors (VIFs) were calculated to avoid problems caused
by the instability of the coefficients. R2 was used to capture the
explanatory power of the MLR model. For the MLR model, the
RCVE of each predictor was defined as:

RCVE ¼ 1� R2
reduced=R

2
full

where R2
full and R2

reduced denote the residual sum of squares of the
full model (including all of the tested predictors) and the reduced
model without the predictor of interest, respectively. Moreover,
we tested the robustness of the MLR model by substituting
some of the predictors with other highly correlated features.
We performed k-fold cross validation (42) of the MLR model by
randomly dividing the data into k-folds of the same size, using
k − 1 folds of the data as a training dataset, and testing the
model on the remaining fold. The results from each fold test
are combined to produce a single estimate, which we call k-fold
MLR. The mean of the k-fold adjusted R2 for the model and
k-fold RCVE for each predictor are denoted as k-fold adjusted
R2 and k-fold RCVE, respectively.

All statistical analyses were performed in the R environment
(43). The MASS (44) and Car (45) packages were used to generate
the common diagonostic plots (e.g. residual plots, Q–Q plots) and
the QuantPsyc (46) package was used to calculate the standar-
dized coefficient of predictors (with the signs of plus orminus de-
noting the positive or negative effect that predictors have on the
response). The DAAG (47) package was used to perform k-fold
cross validation. RCVEs were represented graphically in heat-
maps. Predictors with FDR-corrected P < 0.05 are considered to
be significant.

Distinguishing between CHSs and NHSs by LR

LRwas used to distinguish between CHSs (binary response 1) and
NHSs (binary response 0) using the same predictors as in theMLR
model. To eliminate the possible small-sample size bias, we in-
creased the number of CHSs by applying a sliding procedure. Spe-
cifically, we divided the human genome into sliding windows of
1 Mb in lengthwith a step size of 100 kb.We also applied RELR (48)
to reduce the sample imbalance bias. The RELR analysis was per-
formedwith the help of the statistical software Zelig (http://gking
.harvard.edu/zelig) (49) using the same predictors as in the LR
model. We used pseudo R2 to capture the explanatory power of
the LR and RELR models. The relative contribution of each pre-
dictor for both models (RCVE) was calculated by the formula:

RCVE ¼ ½ðD0 � DÞ � ðD0 � Dð�pÞÞ�=ðD0 � DÞ;

whereD0 andD are the null deviance and residual deviance of the
model, respectively, and D(−p) is the deviance of the resulting
model after removing the predictor of interest.

Distinguishing between CHSs and NHSs by an extremely
randomized tree classifier

A classification decision tree (50) is an input–outputmodel repre-
sented by a tree structure. As a single-decision tree usually suf-
fers from high variance, ensembles of decision trees have been
proposed to circumvent this problem. In this work, we applied
the extremely randomized tree classifier to distinguish between
CHSs and NHSs using the same features as in the MLR and LR
models. The extremely randomized tree classifier is implemen-
ted in Scikit-Learn, a collection of Python modules of common
machine learning algorithms (http://scikit-learn.org) (51). We
chose to build 500 trees to obtain robust results, growing each
tree to its full depth. To balance the input data classes, sample
weightswere passed to the classifier. The predictive performance
of the classifier was assessed by AUC obtained on the data set by
5-fold cross-validation: in each validation around 80% of the data
were used as the training data and the remaining 20% were used
as the test data. The final AUC values were computed by aver-
aging AUCs over the 5-folds. Feature importance in extremely
randomized tree classifiers was assessed based on the mean de-
crease impurity importance, which gets computed and normal-
ized in Scikit-Learn by default.

Supplementary Material
Supplementary Material is available at HMG online.
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