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Evaluation of Simulated 
Transpiration from Maize  
Plants on Lysimeters
Florian Heinlein,* Christian Biernath, Christian Klein, 
Christoph Thieme, and Eckart Priesack
In central Europe expected climate change will lead to strongly changing 
regional water availability and will affect future crop production systems 
and yields. To adapt these production systems and estimate the irriga-
tion necessity for yield optimization—today and in the future—crop water 
demand as a function of its environment and development stage must be 
understood. Crop models are often applied to simulate water demands, 
but the accuracy of the simulations and the underlying mechanisms remain 
unclear. We therefore grew maize (Zea mays L.) in field lysimeters in 2013 
and tested the ability of six model configurations (two crop models CERES 
(Crop Environment Resource Synthesis) and SPASS (Soil–Plant–Atmosphere 
System Simulation) combined with three evapotranspiration models) to sim-
ulate measured sap flow and components of the water balance. Sap flow 
measurements (i.e., heat ratio method [HRM]) determined transpiration. All 
models simulated the measured diurnal cycles of sap flow rates. Higher sim-
ulated leaf area indices by the CERES model runs caused an overestimation 
of transpiration in the beginning of the measurement period. The models 
overestimated daily actual evapotranspiration when water input was high 
due to an overestimation of actual evaporation and transpiration result-
ing from high water contents at the top soil layers. All models simulated the 
occurrence of measured percolation peaks, but only partly captured their 
intensities. Soil water contents in the 50- and 80-cm depths and the daily 
water content change of the whole lysimeter were well simulated by the 
models. Deviations between models and measurements might have been 
caused by the so-called pot effect and by drought stress influencing the 
root distribution in the lysimeter.

Abbreviations: ASCE, American Society of Civil Engineers; CERES, Crop Environment Re-
source Synthesis; DOY, Day of Year; ET, evapotranspiration; HRM, heat ratio method; IA, 
index of agreement; LAI, leaf area index; NSE, Nash–Sutcliffe model efficiency coeffi-
cient; SPASS, Soil–Plant–Atmosphere System Simulation; TDR, time-domain reflectometry. 

Climate change will have an impact on future growth and yields of agricultural 
plants. Rosenzweig and Parry (1994) suggested that doubling the atmospheric CO2 con-
centration will hardly affect global crop production, but will strongly change regional 
crop yields. In middle and high latitudes, heat or water stress does not occur, and the effect 
of increased atmospheric CO2 concentration on crop growth and yields may outweigh 
the effect of shorter crop development stages due to higher temperatures. In contrast, at 
low latitudes the negative effects of shorter growing periods, as well as of heat and water 
stress on crop yields, can dominate over beneficial direct impacts of higher atmospheric 
CO2 concentrations. As a consequence, disparities between more developed countries 
in temperate climate zones and less developed countries in the subtropical and tropical 
zones will increase.

In central Europe, expected major aspects of climate change are a shift of precipita-
tion events and amounts toward winter months (Palmer and Räisanen, 2002) and a 
general increase in extreme events (Beniston et al., 2007), such as heat waves, summer 
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droughts (Folland et al., 2009), and flash floods (Christensen and 
Christensen, 2003) during the main growing season in summer.

Milly et al. (2005) expect that by 2050 water availability will 
increase in high latitude Eurasia and North America and eastern 
equatorial Africa, but will decrease in southern Europe, southern 
Africa, the Middle East, and the Midwest of North America. In all 
regions with declining water availabilities for plant growth during 
the vegetation period, or where growth is already limited by water 
availability, plant water use efficiencies may get too low to obtain 
adequate yields.

To overcome these challenges, irrigation might be a suitable 
means to address this issue if drainage losses are not too high. 
Therefore, different irrigation schemes have been tested with 
lysimeters. Skaggs et al. (2006a,b) measured and simulated 
root uptake and drainage of different lysimeters planted with 
alfalfa (Medicago sativa L.) and wheatgrass [Agropyron elonga-
tum (Host) P. Beauv.]. They applied different irrigation amounts 
and also changed the salinities of the irrigation water and found 
that many measured features were captured by the simulations. 
Phogat et al. (2013) showed that drainage losses can be high, even 
when the water application is controlled. Their simulations sug-
gest that it is possible to better time fertilization and irrigation to 
increase plant uptake efficiencies of an orange [Citrus × sinensis 
(L.) Osbeck] crop. Recently, water flow in lysimeters has also been 
measured by tracer experiments with stable isotopes. Stumpp et al. 
(2009) observed smaller water fluxes and less drainage when crop 
rotation was applied in comparison to a maize monoculture. These 
findings were confirmed during a long-term study that revealed 
highest drainage and smallest mean transit times of isotopes in a 
maize lysimeter, while the soil water flow was slower in winter rye 
(Secale cereale L.) and grass cover lysimeters (Stumpp et al., 2012).

Water use of crops and other plants has been measured in dif-
ferent ways. Burgess et al. (2001) used the heat ratio method to 
measure sap flow in potted Eucalyptus marginata Donn ex Sm. 
trees. Gravimetric measurements and those made with the heat 
ratio method were closely correlated, also in periods where tran-
spiration rates were low, for example, at night. Further applications 
of this method were performed on alpine ash (Eucalyptus dele-
gatensis R.T. Baker) and snowgum (Eucalyptus pauciflora Sieber 
ex Spreng.) (Buckley et al., 2011), olive trees (Olea europaea L.), 
apple trees (Malus pumila Miller), Asian pear trees (Pyrus spp.), 
and grapevines (Vitis spp.) (Fernández et al., 2007), various trees 
and shrubs in California (Fisher et al., 2007), cultivated palms 
(Madurapperuma et al., 2009), Amazonian trees (Oliveira et 
al., 2005), and Eucalyptus victrix L.A.S. Johnson & K.D. Hill 
(Pfautsch et al., 2011).

The heat ratio method in combination with evapotranspiration 
measurements has also been used to partition evapotranspiration 
into a soil and a plant component. Er-Raki et al. (2010) showed 

that the dual FAO-56 approach gave reasonable estimates of evapo-
ration and transpiration in an olive orchard in central Morocco. 
They argued that a separate knowledge of these parameters is ben-
eficial to identify soil water stress and to plan irrigation. Herbst 
et al. (1996) showed the benefits of using different measuring 
techniques (porometer, lysimeter, and Bowen ratio) to partition 
reliably between evaporation and transpiration in a maize field in 
northern Germany and point out the significance of this partition-
ing for crop yield and water balance estimations. More studies on 
evapotranspiration partitioning have been conducted by different 
measurement techniques, such as lysimeters in combination with 
simulations: Brisson et al. (1998) used the Shuttleworth–Wallace 
model to simulate transpiration of well-irrigated soybean [Glycine 
max (L.) Merr.] on lysimeters and found highly variable contribu-
tions of plants to evapotranspiration. Ding et al. (2013) applied a 
modified dual crop coefficient model to an irrigated maize field 
and identified good agreement of the simulations with measured 
evapotranspiration, evaporation and transpiration from large 
lysimeter, microlysimeters within the larger lysimeters, and sap 
flow measurements. In climate simulations, evapotranspiration 
partitioning also plays an important role by its impact on modeled 
land–atmosphere interactions. Lawrence et al. (2007) modified 
the unrealistic evapotranspiration partitioning of the Community 
Land Model, version 3, toward lower canopy interception and lower 
evaporation and toward higher transpiration. They found that a 
higher fraction of transpiration and a lower fraction of interception 
evaporation led to a weaker but longer lasting evapotranspiration 
response to a precipitation event as the plants needed more time to 
take the water up from the soil in comparison to the “direct” evap-
oration from the leaves. Additionally, this resulted in an increased 
impact of subsurface soil moisture on transpiration, and hence on 
the vapor pressure of the atmosphere. Therefore, in the simulations 
with their model, cloud formation and precipitation were more 
strongly influenced by the amount of water in the soil.

These findings suggest the importance of identifying a better 
description of transpiration on the local, regional, and global 
scales. This includes the mechanistic understanding of root water 
uptake and plant-internal water transport, as well as dependen-
cies of transpiration on plant development stages, leaf area index, 
biomass, nutritional status, and crop pests.

The objective of this study was to analyze the components of the 
simulated water balance of different Expert-N (Priesack et al., 
2006; Biernath et al., 2011) model configurations with special 
focus on the simulation of sap flow. For this purpose, we grew 
maize plants on a weighing lysimeter and directly measured sap 
flow in each plant using the heat ratio method, which has often 
been applied to woody plants, but rarely to herbaceous crop 
plants like maize. For future applications in the field, we analyzed 
whether daily transpiration determined by sap flow measurements 
can be related to daily lysimeter evapotranspiration. Although this 
setup allows for the determination of the complete water balance, 
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our focus lies on the directly measured parameters evapotranspira-
tion, transpiration, percolation, and change of soil water content. 
These quantities were simulated with the modular model frame-
work Expert-N applying six different model configurations, which 
only varied in the use of three different potential evapotranspira-
tion modules and two different plant growth modules simulating 
among others leaf and root development. In the next section, the 
study site, the lysimeter and sap flow measurements, and the dif-
ferent model configurations are presented. Next we compare the 
results of the model runs with the measurements, including a dis-
cussion of the measurements and the different model behaviors. 
The final section is a summary and conclusion.

 6Material and Methods
Lysimeter Measurements
To measure evapotranspiration (ET) and transpiration (T), 
maize was sown at a density of 5 plants m−2 and a sowing depth 
of 3 cm on 24 Apr. 2013 on two weighing lysimeters at the 
Helmholtz Zentrum München lysimeter research station near 
Munich, Germany. Two reference lysimeters lay fallow. All the 
lysimeters contain 2-m-deep soil columns and have a surface area 
of 1 m2. They are equipped with tensiometers, time-domain 
ref lectometry (TDR) probes, suction cups, and temperature 
sensors in depths of 50 and 80 cm. No fertilizers were applied 
during the growing season.

Masses of the lysimeters, mlysi [kg], and of the outflow, mout [kg] 
were logged hourly. Weighing precisions of the particular scales 
were 100 g (A 0.1 mm water column) and 10 g (A 0.01 mm water 
column), respectively (Winkler et al., 2009). A more detailed 
description of the lysimeter facilities can be found in Reth et al. 
(2007). Soil characteristics of the respective lysimeters are shown 
in Table 1.

To account for small changes in the calculation of precipitation, 
which could occur due to wind or presence of animals on the 
lysimeters, the masses of all four adjoined lysimeters were used for 
reference. The total masses of each lysimeter system, mtot [kg] = 
mlysi + mout, were calculated. At every hour i Dmtot(i) = mtot(i) − 
mtot(i − 1) was calculated for all four lysimeters. When Dmtot(i) 
was smaller than 0.1 kg, mtot(i − 1) was allotted to mtot(i). By 
contrast, if all lysimeters showed Dmtot(i) larger than 0.1 kg, a 
precipitation event was assumed. Otherwise, precipitation was set 
to 0 mm. As in temperate climate ET is on average lower than pre-
cipitation (in Bavaria: 939 mm yearly precipitation, 517 mm yearly 
ET), the only constraint of ET to take place, was its occurrence on 
all four lysimeters: Dmtot(i) < 0.

Heat Ratio Method
When stem diameters exceeded 1 cm, heat ratio method (HRM) 
sap flow devices (ICT International Pty Ltd.) were installed. Sap 

flow was measured from 14 August (Day of Year [DOY] 226) to 
9 September (DOY 252) 2013.

The HRM sapflow devices use two temperature probes, which 
are situated 0.5 cm above and below a heating needle. When the 
heater releases a pulse, the ratio of increase in temperature from 
initial temperatures v1/v2 [K K−1] is measured. This allows for the 
calculation of the heat pulse velocity Vh [cm h−1] (Marshall 1958):

( )=h 1 2  / ln / 3600V k x v v   [1]

where x (0.5 cm) is the distance between the heater and the respec-
tive temperature probes and 3600 [s h−1] is a conversion factor. 
The thermal diffusivity of fresh maize stems k [cm2 s−1] was cal-
culated with the weight and volume of a fresh sapwood sample 
and its oven-dried weight as suggested by Burgess et al. (2001). 
The corresponding sap flow software Sap Flow Tool (Version 1.4, 
ICT International/Phyto-IT) was applied to account for plant and 
sensor specific impreciseness due to wounding and probe misalign-
ment. These corrections led to an adjusted heat pulse velocity Vc 
[cm h−1], which was employed to assess sap velocity Vs [cm h−1] 
(Burgess et al., 2001):
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  [2]

where rb (0.162 g cm−3) is the measured basic density of stem 
biomass (dry mass/fresh volume), rs (1 g cm−3) is the density of 
water, cs and cw are the specific heat capacities of maize stems (1200 
J kg−1 K−1 at 20°C; Becker and Edwards, 1999) and water (sap, 
4182 J kg−1 K−1 at 20°C; Lide, 1992), and mc (0.811 kg kg−1) is 
the stem water content, calculated as: (fresh weight − dry weight)/
fresh weight.

Single outliers within the raw data were neglected if Vh exceeded 
threshold values of 60 cm h−1. The zero base line of the data was 
determined by sap flow at senescence, where sapflow was assumed 
to approach zero. To account for small variations and to better 

Table 1. Soil characteristics of the two lysimeters in this study (Klier, 
2007). 

Layer 
number Layer depth Clay Silt Sand Soil type

cm ———————— % ————————

1 0.0–30.0 4.0 8.0 88.0 Ss†

2 30.0–50.0 4.0 8.0 88.0 Ss

3 50.0–80.0 3.0 5.0 92.0 Ss

4 80.0–200.0 1.0 1.0 98.0 Ss

† Ss denotes very sandy soils with less than 5% clay and 10% silt according to the 
German soil classification system (Bodenkundliche Kartieranleitung).
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compare with model results hourly averages of sap velocities were 
calculated. Furthermore, the hourly sap velocities of all plants were 
multiplied with the corresponding xylem areas, summed up, and 
divided by the lysimeter area to obtain the lysimeter transpiration 
[mm h−1].

Model Setup
We performed the presented simulations using the Expert-N model 
system, version 5.0 revision 598 (in the following Expert-N refers 
to this version if not otherwise marked) with an hourly time step. 
In this study, the model was driven by 1-h resolution weather data 
from the meteorological station in Garching, which is 4 km away 
from the lysimeter site and operated by the Meteorologisches 
Institut München, Germany.

Using Expert-N (Priesack et al., 2006; Biernath et al., 2011), we 
applied the hydraulic function and pedotransfer functions as 
suggested by van Genuchten (1980) and Mualem (1976), and 
Campbell (1986), respectively. In a first step, we estimated soil 
hydraulic parameters using the ROSETTA software, version 1.2 
(Schaap et al., 2001). In a second step, porosities, wilting points, 
residual water contents, van Genuchten parameters, and hydraulic 
conductivities of the different layers were adjusted to account for 
changing soil properties compared to 2007 and to better match the 
water content measurements in the 50- and 80-cm depths. These 
parameters are shown in Table 2.

Three approaches were used to simulate potential evapotranspira-
tion, ETpot [mm]. The Penman Monteith approach as proposed 
by the American Society of Civil Engineers (ASCE) (Walter et 
al., 2005) is able to simulate different potential evapotranspiration 
rates during arbitrarily small time steps:

( ) ( )
( )

pot

evap n n air 2 s a

d 2

ET   

1 /       /( 273)     
24 

   1  

L R G C T u e e
C u
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D - + g + -
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       [3]

where 24 [h d−1] is a conversion factor, Levap [MJ m−2 mm−1] the 
latent heat for condensation of water, D [kPa °C−1] the slope of 
the saturation vapor pressure-temperature curve, Rn [MJ m−2 h−1] 
the calculated net radiation at the crop surface, G [MJ m−2 h−1] 
the soil heat flux density at the soil surface, g [kPa °C−1] the psy-
chometric constant, Cn (37 K mm s3 Mg−1 h−1) the numerator 

constant, which depends on reference type and calculation time 
step, Tair [°C] the actual air temperature, u2 [m s−1] the wind 
speed at the 2-m height, es [kPa] the saturation vapor pressure, ea 
[kPa] the actual vapor pressure, and Cd (at daytime 0.24 s m−1 

and at nighttime 0.96 s m−1) the denominator constant, which 
depends on reference type and calculation time step. Besides the 
direct influence of measured temperature, wind speed and radia-
tion on ETpot, relative humidity is required for the calculation of 
ea. Soil heat fluxes, which become particularly important when 
hourly ET is calculated, were computed using a partial differential 
equation to represent soil heat transfer (Hansen et al., 1990). This 
approach considers the volumetric heat capacity [J m−3 °C−1] and 
the thermal conductivity [J m−1 d−1 °C−1] of the soil according to 
de Vries (1952, 1963) including the volumetric flow [m d−1] and 
the specific heat capacity [J kg−1 °C−1] of soil water.

The approach as suggested by FAO (Allen et al., 1998) was applied 
with daily time steps. In this case, Eq. [3] is also valid, but Cn (900 
K mm s3 Mg−1 h−1) and Cd (0.34 s m−1) take different values 
when a daily time step is employed. Additionally, daily radiation 
sums and daily averages of temperature, wind speed and relative 
humidity are used as input, while the calculation of daily actual 
and saturation vapor pressure incorporates daily maximum and 
minimum temperatures.

The simplest approach applied is the one of Haude (1955) using the 
difference of saturation vapor pressure and vapor pressure at 14:30 
CET. Thus, only air temperature Tair [°C] and relative humidity 
RH [%] at the 2-m height at this time are required as model input 
variables:

=

- =
- +

pot

Haude s a

Haude air air

ET   

 (  )  
 (1  RH/100) 6.11 exp[17.269 /(237.3  )] 

f e e
f T T

       [4]

where fHaude is the Haude factor, which depends on the crop and 
on the month. These Haude factors were originally derived for the 
specific climatic conditions in Germany.

For all three approaches, kc factors of 0.3 (initial), 0.8 (midseason), 
and 0.35 (end of the late season) depending on the plants’ pheno-
logical development stages were assumed. In contrast, the FAO 
(Allen et al., 1998) suggests a maximum kc factor of up to 1.2 for 
maize to calculate an upper boundary of crop ET. However, this 

Table 2. Estimated soil hydraulic parameters.

Layer number Layer depth
Saturated water 
content

Residual water  
content

Hydraulic 
conductivity van Genuchten a van Genuchten n

cm ———————— cm3 cm−3 ———————— cm d−1 cm−1

1 0.0–30.0 0.388 0.157 500.0 0.0365 1.2109

2 30.0–50.0 0.388 0.157 500.0 0.0365 1.2109

3 50.0–80.0 0.388 0.160 720.0 0.034 1.4669

4 80.0–200.0 0.366 0.154 1390.0 0.0309 1.8806
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is only valid when there are no limitations due to water availability, 
low plant densities or diseases. Since in our study the plant density 
was only 5 plants per m2, while plant densities in the fields typi-
cally tend to be higher (up to 10 plants per m2), this limitation was 
recognized by a lower kc factor. To facilitate interactions with other 
parts of the model system, daily evapotranspiration rates simulated 
by FAO and Haude were distributed over each day from 7:12 to 
19:12 using a cosine function depending on the time of the day 
(Childs and Hanks 1975).

ETpot comprises potential evaporation, Epot [mm], and potential 
transpiration, Tpot [mm], which are given by:

= -pot pot  [1  SCF(LAI)]ETE   [5]

= -pot pot pot  ET   T E   [6]

The soil cover fraction (SCF) was calculated as leaf area index 
(LAI)/3. Other soil cover was neglected. This means that the 
partitioning of ET is identical among the different models when 
the same LAI value is simulated.

Actual evaporation, Eact [mm], is determined as the minimum 
of potential evaporation Epot and the maximal evaporative f lux 
calculated by solving the Richards equation (Nimah and Hanks, 
1973). Soil water fluxes were simulated by applying the approach 
of the HYDRUS model (Šimůnek et al., 1998) as implemented 
in Expert-N to numerically solve a mixed form of the Richards 
equation (Richards, 1931) assuming the “free drainage” lower 
boundary condition.

Plant growth was simulated with the crop canopy models CERES 
(Ritchie, 1991; Godwin and Jones, 1991; Jones and Kiniry, 1986; 
Ritchie et al., 1987; Ritchie and Godwin, 1989) and SPASS (Wang, 
1997; Wang and Engel, 1998, 2000; Gayler et al., 2002). These 
models simulate crop phenology, root and leaf development, photo-
synthesis, nitrogen demand and uptake, biomass growth, potential 
and actual transpiration, and senescence.

CERES and SPASS apply a similar approach to simulate actual 
transpiration, Tact [mm]: At first, the maximum water uptake 
rate of the plant depending on its development stage is calculated. 
Then the potential root water uptake per soil layer is computed. 
This parameter depends on the difference between actual water 
content and the wilting point of the soil layer, as well as on the 
root length density in this specific layer. The potential root water 
uptake per soil layer (limited by the maximum water uptake rate) 
is summed up as maximum total root water uptake, TRWU [mm], 
and compared to Tpot. If Tpot is lower than TRWU, TRWU will 
be reduced. This reduction of root water uptake is then equally 
partitioned to all rooted soil layers. Additionally, if the soil water 

content became lower than the wilting point in a certain soil layer, 
the water uptake from this layer would be further limited and 
hence also Tact. While CERES calculates a daily Tact, which is 
then distributed over the whole day from 7:12 to 19:12 using a 
cosine function (Childs and Hanks, 1975), SPASS computes tran-
spiration rates at every time step. Finally, actual evapotranspiration, 
ETact [mm], is calculated as sum of Eact and Tact. Additionally, to 
convert simulated transpiration into simulated sap flow, transpira-
tion is multiplied by a conversion factor taking the lysimeter area 
and the cross-sectional areas of conducting sapwood into account.

However, there are further differences between the CERES and 
SPASS approaches. CERES was run with a module-internal daily 
time step, while in Expert-N version 5.0 the SPASS crop growth 
model was modified for application with arbitrarily small time 
steps. In other words, the SPASS module is called at every time 
step and thus directly accounts for diurnal variations of water 
f lux, which facilitates immediate interactions with other parts 
of the model system. The CERES approach distinguishes among 
nine phenological development stages finishing at distinct points 
in time: sowing, germination, emergence, end of juvenile phase, 
tassel initiation, 75% silking, start of the grain-filling phase, end 
of the grain-filling phase, and physiological maturity. SPASS uses 
three main phases: the phase before emergence, the vegetative, and 
the generative phase. CERES emanates from a “big leaf ” assump-
tion to simulate light interception and relates biomass production 
empirically to the calculated light use efficiency. By contrast, 
SPASS simulates a gross photosynthesis rate using a light satura-
tion curve. The calculation of light interception considers plant 
height, daylength and shadowing of leaves. To simulate biomass 
growth CERES partitions assimilates with a variety specific prior-
ity scheme depending on phenological development, and water and 
nitrogen availability. In SPASS, the simulated N concentrations of 
the different plant compartments affect the user-defined assimi-
late partitioning. In both approaches, the root growth models are 
similar and depend on soil temperature, soil moisture, and soil N 
concentration. However, root length density growth differs due 
to different schemes of assimilate partitioning influencing the 
respective growth rate. Senescence occurs in both models when 
shadowing is higher than a critical value, but the models differ 
in the mortality rates and the dependencies on the phenological 
development stage. The complete Expert-N model configuration, 
which was used for the simulations, is shown in Table 3.

Data Analysis
We compared the simulated sap f low rates and other 
components of the lysimeter water balance with the respective 
measurements using the Index of Agreement (IA, Willmott 
1981) and the Nash-Sutcliffe model efficiency coefficient (NSE, 
Nash and Sutcliffe 1970):

( )

( )
=

=

-
= -

- + -

å
å

2
1

2
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N
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  [7]



VZJ | Advancing Critical Zone Science p. 6 of 16

( )

( )
=

=

-
= -

-

å
å

2
1

2
1

  
NSE 1    

 

N
i ii

N
ii

P O

O O
  [8]

where Pi and Oi are prediction and observation at a certain point 
in time i, O   the average of all observations, and N the number 
of pairs of variates. The IA has an upper bound of 1, which is 
reached when all Pi and Oi are equal. This means a perfect match 
of prediction and observation. The lower bound of IA is 0. In 
this case, all the Pi might be equal to O  or Pi and Oi might be 
completely out of phase: Pi − O  = −(Oi − O ). The NSE is in 
the range between −¥ and 1. When the NSE is 1, prediction and 
observation match perfectly. The simulation is as accurate as the 
mean of the observation when the NSE is 0. Consequently, when 
the NSE is lower than 0, the average of the observation better 
predicts the observed values than the simulation.

 6Results and Discussion
Weather Data
Figure 1 shows the measured weather conditions during the sap 
f low measurement period from 14 Aug. (DOY 226) to 9 Sept. 
(DOY 252) 2013. Maximum net radiation was 850 W m−2 
on cloud-free days, while lower daily maxima (?250 W m−2) 
occurred on cloudy days. Temperature, in general, behaved in a 
similar manner than radiation. Daily maximum temperatures 
were up to almost 30°C high, and the minimum temperature 
in the analyzed period was 8°C. High maximum temperatures 
were observed on days with a high amount of incoming radiation. 
These days were characterized by daily temperature amplitudes of 
more than 15°C. By contrast, on cloudy days daily temperature 
amplitudes were low. Measured precipitation was also consistent 

Table 3. The Expert-N model configuration. The different potential evapotranspiration as well as the different plant growth and transpiration mod-
ules were combined to generate the six different model configurations; the other submodules were the same in every model configuration.

Submodule(s) of Expert-N Name Reference

Pedotransfer functions Campbell Campbell (1986)

Hydraulic functions van Genuchten and Mualem van Genuchten (1980), Mualem (1976)

Water flow module HYDRUS Šimůnek et al. (1998)

Soil heat transfer DAISY Hansen et al. (1990)

Soil nitrogen transport ADE LEACHN Hutson and Wagenet (1992)

Nitrification, denitrification, mineralization CENTURY_N Parton et al. (1994)

Potential evapotranspiration Penman Monteith ASCE
Penman Monteith FAO
Haude

Walter et al. (2005)
Allen et al. (1998)
Haude (1955)

Plant growth and transpiration SPASS
CERES

Wang (1997), Wang and Engel (1998), 2000), Gayler et al. (2002)
Ritchie (1991), Godwin and Jones (1991), Jones and Kiniry (1986), Ritchie et al. 

(1987), Ritchie and Godwin (1989)

Fig. 1. Time series of measured weather data from 14 Aug. to 9 Sept. 2013: (a) RS  is the global radiation [W m−2], (b, left y axis) RH is the relative 
humidity [%], (b, right y axis)  daily P the daily precipitation [mm], (c)  Tair the air temperature [°C] and (d) v the wind speed [m s−1] in the 2-m height.
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with radiation measurements. The major precipitation (25 mm 
d−1) occurred on 25 Aug. (DOY 237). Precipitation (up to 10 
mm d−1) was also registered on 19, 24, and 27 Aug. and 8 Sept. 
(DOY 231, 236, 239, and 251) 2013. Relative humidity was 
characterized by diurnal cycles and reached minimum values of 
35% during the day and maximum values of 95% at night. On 
rainy days relative humidity was rarely lower than 80% and was 
clearly related to temperatures and radiation. As a result of high 
temperatures and incoming solar radiation, turbulence occurred 
during the day, leading to wind speeds of up to 3.8 m s−1. In the 
afternoons, temperatures and radiation decreased and the near 
surface atmospheric boundary layer started to decouple from the 
rest of the atmosphere. This impeded turbulence, and thus, wind 
speeds tended to be lower than 1 m s−1 until the next morning.

Sap Flow Measurements and  
Transpiration Simulations
Figure 2 shows modeled and measured sap f low rates from 14 
Aug. (DOY 226) to 9 Sept. (DOY 252) 2013. The measured sap 
flow rates differed among the plants, but showed similar dynam-
ics. Distinct diurnal cycles were observed in the periods until 18 
Aug. (DOY 230), from 20 to 24 Aug. (DOY 232– 236), on 26 
Aug. (DOY 238) and from 28 Aug. (DOY 240) 2013. This finding 
is in agreement with the measured weather data of these periods, 
which showed high diurnal variations of net radiation, tempera-
ture and relative humidity. By contrast, on 19, 25, and 27 Aug. 
(DOY 231, 237, and 239) 2013, maximum sap flow rates were low, 
not exceeding 45 mm h−1. All these 3 d were characterized by small 
daily temperature amplitudes, low maximum net radiation, and 
high relative humidity. Additionally, precipitation was registered 
on these days. However, precipitation did not necessarily prevent 
sap flow. For instance, on 24 Aug. (DOY 236) and 8 Sept. (DOY 
251) 2013, diurnal cycles of sap flow rates with maximum values 
of 180 and 105 mm h−1 were observed despite the occurrence of 
rain. Accordingly, sap flow rates were controlled by fluctuating 
temperature, radiation, and relative humidity rather than by rain. 

On 18 Aug. (DOY 230) 2013, the highest averaged sap flow during 
the analyzed period (200 mm h−1) was observed. In general, daily 
maximum sap flow rates of the different plants diverged from each 
other. The largest difference of daily maximum sap flow rates of 
two plants occurred on 15 Aug. (DOY 227) 2013 when one plant’s 
maximum sap flow rate was 118 mm h−1 and another was 325 
mm h−1. During most of the time, there was one plant that clearly 
transpired more than the other plants and one plant that trans-
pired least. Possible reasons for deviations in measured sap flow 
rates among the individual plants were different stem thicknesses, 
which are related to different xylem sizes, different leaf areas, dif-
ferent rooting depths, different exposure to solar radiation of each 
individual plant, and horizontal divergence of soil water contents. 
During nighttime, small sap flow rates (up to 20 mm h−1) were 
measured. Daily transpiration determined by sap flow measure-
ments was generally of the same order of magnitude as lysimeter 
ET, but between 20 and 50% lower.

The simulations of sap flow derived from transpiration simulated 
by the SPASS and CERES crop models also showed distinct, but 
differently developed diurnal cycles depending on the choice of 
the potential evapotranspiration model. Maximum potential sap 
flow rates (not shown) in the analyzed period were about 190 mm 
h−1 (ETASCE, SPASS), 215 mm h−1 (ETASCE, CERES), 175 mm 
h−1 (ETFAO, SPASS), 185 mm h−1 (ETFAO, CERES), 255 mm h−1 
(ETHaude, SPASS), and 285 mm h−1 (ETHaude, CERES). During 
daytime, from 14 to 18 Aug. (DOY 226–230) 2013, all SPASS sim-
ulations showed minor water stress (up to 19 h, ETHaude, SPASS). 
Then the potential sap flow rates were higher than the actual sap 
flow rates. That means the simulated plants would have transpired 
more if more water could have been taken up by the plants from 
the rooted soil layers. On the other days, potential and actual sap 
flow rates were the same. Maximum actual sap flow rates amount 
to 182 mm h−1 (ETASCE, SPASS), 215 mm h−1 (ETASCE, CERES), 
175 mm h−1 (ETFAO SPASS), 185 mm h−1 (ETFAO, CERES), 190 
mm h−1 (ETHaude, SPASS) and 285 mm h−1 (ETHaude, CERES). 

Fig. 2. Time series of measured and simulated sap flow rates from 14 Aug. to 9 Sept. 2013. The measured values (solid black line with dots) are 
hourly averaged means of sap flow rates [mm h−1] from five different maize plants on one lysimeter and comprise standard deviations (gray shaded). 
Simulations resulting from different evapotranspiration modules are displayed in blue (ETASCE), yellow (ETFAO), and green (ETHaude), the solid 
(SPASS) and dashed (CERES) lines stand for the chosen plant module.
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On rainy days, when maximum temperature and radiation were 
low, modeled sap flow rates were lower than on the other days and 
yielded between 20 and 100 mm h−1. During most nights, no sap 
flow was modeled by any of the six model configuration. Only 
when ETASCE was applied in combination with SPASS, sap flow 
rates of up to 5 mm h−1 at 12 nights during the period of interest 
were simulated.

The diurnal cycles and the differences among the models can be 
more clearly seen in Fig. 3, which shows averaged diurnal cycles of 
modeled and measured transpiration between 14 Aug. (DOY 226) 
and 9 Sept. (DOY 252) 2013. Figure 3a shows the averaged lysim-
eter transpiration over all days. The daily maximum of measured 
transpiration is 0.060 mm h−1, the CERES simulations showed 
daily maxima of about 0.069 mm h−1, and the SPASS simulations 
peak around 0.052 mm h−1. On average, the influence of the plant 
model on the transpiration is higher than the influence of the ET 
module. This is also valid when only the non-rainy days are con-
sidered (Fig. 3c), but then the daily maximum of transpiration is 
between 0.004 and 0.008 mm h−1 higher in comparison to Fig. 3a. 
On rainy days (Fig. 3b), transpiration peaks at 0.019 mm h−1 and 
has a low daily amplitude. Here, the influence of the ET module 
on the model behavior is more distinct. The ETFAO simulations 
exhibit maximum values of 0.033 (SPASS) and 0.042 (CERES) 
mm h−1, the ETASCE simulations have maxima between 0.017 
(SPASS) and 0.025 (CERES) mm h−1, and the ETHaude simula-
tions peak at 0.014 (SPASS) and 0.019 (CERES) mm h−1.

In general, all six simulations are in agreement with the measure-
ments. However, simulated sap flow was higher than measured 
on most of the rainy days and lower during night. From 3 Sept. 
(DOY 246) 2013, all simulations underestimate the measurements, 

SPASS simulations more evidently than CERES simulations. In 
Table 4, indices of agreement (IA) and Nash–Sutcliffe model effi-
ciency coefficients (NSE) between simulated and measured sap 
flow are shown. In total, 624 points in time (hourly values on 26 
d) were compared. The IAs are very similar for all model runs 
and range between 0.90 and 0.94. There is a tendency of ETFAO 
performing slightly worse than the other two ET models. In the 
case of SPASS application, ETASCE and ETHaude perform similarly, 
while in the case of CERES applications, ETASCE facilitates better 
results when the NSE is considered.

One reason for the slightly different performance of the ETASCE 
and the SPASS approach is the time resolution. Since ETpot and 
Tpot/Tact are newly calculated in every time step the model can 
quickly react to changes in the input weather data, such as radia-
tion or relative humidity. Even at night time the modeled potential 
and actual transpiration can be higher than zero, when ETASCE 
and SPASS are combined, which is in accordance with our mea-
surements. The distribution of ETpot and Tpot/Tact over the day 
that is used by ETFAO, ETHaude, and CERES is reasonable in 
summer time, thus during our measurement period, but daytime 
might be assumed too long from autumn to spring. All these 
approaches set nighttime potential evapotranspiration to zero. 
Especially at the beginning and at the end of each day, sap flow 
rates were quickly increasing and decreasing. At this point in time 
the largest errors occurred because the same measured and mod-
eled values arose with a small time lag. Here, the ETASCE approach 
takes minor advantage of the non-fixed ET distribution over the 
day in comparison to the other two approaches.

On rainy days, all simulations overestimated the measured sap 
flow. The plants did not transpire much due to the high relative 

Fig. 3. Averaged diurnal cycles of measured and simulated lysimeter transpiration between 14 Aug. and 9 Sept. 2013: (a) all days, (b) rain days (19, 25, 
27 Aug. and 8 Sept. 2013), (c) non-rain days. The measured values (solid black line with dots) are hourly averaged sums of transpiration [mm h−1] from 
five different maize plants on one lysimeter and comprise standard deviations (gray shaded). Simulations resulting from different evapotranspiration 
modules are displayed in blue (ETASCE), yellow (ETFAO) and green (ETHaude), the solid (SPASS) and dashed (CERES) lines stand for the chosen 
plant module.
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humidity and the low solar radiation. However, all models still 
show Tact significantly larger than zero. Since soil water does not 
limit transpiration on these days, Tpot and Tact are the same. Tpot, 
in turn, mainly depends on ETpot, which might be larger than 
it should be. The numerator in the equations of ETASCE and 
ETFAO approach consists of two summands. The first depends on 
the radiation and the second on relative humidity. When relative 
humidity is high, the second summand approaches zero, while the 
first one can still be significantly larger than zero. The application 
of daily averaged weather data (ETFAO) seems to be a disadvan-
tage on those days. In the ETHaude case, ETpot only depends on 
temperature and relative humidity, which is beneficial on the rainy 
days. Another issue that could lead to this overestimation by the 
models during the rainy days is that none of the ET models directly 
considers leaf stomatal conductance. Thus, the regulation of sto-
matal opening due to actual radiation (Rochette et al., 1991) was 
not simulated and led therefore to the respective overestimation. 
Furthermore, our models did not include rainfall interception. In 
contrast to the sap flow simulations we observed water intercep-
tion by the leaves which fulfilled the evaporative demand from the 
atmosphere. Once the interception water had evaporated, transpi-
ration could start to recover.

From 15 to 18 Aug. (DOYs 227–230) 2013 in case of SPASS appli-
cation, simulations of Tpot are partly higher than the simulations 

of Tact and higher than the measured sap flow. In these periods, 
the simulated LAI (Fig. 4) is near its maximum and thus leads to 
the distribution of a large fraction of ETpot to Tpot. However, soil 
water contents in the rooted soil layers, which limit transpiration, 
decline from the first to the fourth day. This decreases simulated 
Tact, which overestimates the measured sap flow at the beginning 
of this period, but slightly underestimates it at the end. However, 
in the case of CERES application, little to no water stress occurred. 
This is mainly due to higher simulated root length densities in 
comparison to the SPASS model. From 24 Aug. (DOY 236) 2013 
to the end of the analyzed period, Tpot and Tact are equal and 
only show minor differences from the sap f low measurements. 
The underestimation at the very end is due to a slightly too fast 
decline of modeled LAI (Fig. 4). During the period of sap flow 
measurements, the SPASS simulations generally have lower LAI 
values than the CERES simulations. As a consequence, sap flow 
is larger in the CERES simulations. The importance of the cor-
rect representation of the LAI was also shown by van Griensven 
et al. (2014), who found that accurate LAI values improved evapo-
transpiration simulations over forest regions. Since both applied 
models of our study originally are canopy models, pot effects in the 
lysimeter and boundary effects on the lysimeter wall might have 
occurred in reality, but were not represented in the models. These 
effects among others could be given by hampered sideward root 
growth at the lysimeter walls and increased downward root growth 
to the bottom, where water concentrates at the outflow bound-
ary of the lysimeter. For instance, Berliner and Oosterhuis (1987) 
identified increased root length densities of wheat plants below 0.6 
m in lysimeters, while in the control field root length density was 
monotonously decreasing with soil depth. In their study, the plants 
on the lysimeters experienced water stress later than those in the 
field, but stressed conditions also occurred more abruptly. Manoli 
et al. (2015) performed a modeling study on spatially distributed 
crop yields and found that the root depth has a strong influence on 
maize yield and transpiration simulations. However, in our study, 
an increase of maximum rooting depth from 80 to 200 cm did not 
influence the simulations since there was enough water in the top 

Table 4. Indices of agreement (IA) and Nash–Sutcliffe model efficiency 
coefficients (NSE) between measured and simulated sap flow between 
14 Aug. and 9 Sept. 2013 (624 pairs of variates). 

IA NSE

Configuration SPASS CERES SPASS CERES

ETASCE† 0.92 0.94 0.71 0.71

ETFAO 0.90 0.92 0.65 0.69

ETHaude 0.92 0.94 0.71 0.69

† ET is evapotranspiration.

Fig. 4. Time series of simulated leaf area indices (LAIs) from 15 May to 15 Nov. 2013. Simulations resulting from different evapotranspiration modules 
are displayed in blue (ETASCE), yellow (ETFAO) and green (ETHaude), the solid (SPASS) and dashed (CERES) lines stand for the chosen plant module. 
The vertical solid black lines show the period of the sap flow measurements from 14 Aug. to 9 Sept. 2013.
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soil layers during the root growth phases, which hampered further 
root depth growth when the roots reached the 80-cm soil depth.

Simulations of Leaf Area Index
In Fig. 4, LAI simulations by the different models from 15 May 
(DOY 135) to 15 Nov. (DOY 319) 2013 are shown. The crop model 
drives the leaf area development while there is a small influence 
of the respective ET model. After emergence, the LAI simulated 
by the SPASS model is rapidly increasing and reaches maximum 
values of about 0.8 m2 m−2 (ETASCE and ETHaude), and 0.88 m2 
m−2 (ETFAO) at 9 Aug. (DOY 221) 2013, which marks the end of 
the vegetative phase. In the subsequent, generative phase, the LAI 
is smoothly decreasing due to leaf senescence depending on the 
developmental age. The model also takes senescence due to shad-
ing (LAI > 4 m2 m−2) into consideration, which was not the case 
in this study. From 14 Aug. (DOY 226) to 9 Sept. (DOY 252) 2013, 
the simulated LAI is declining from approximately 0.75 to 0.35 m2 
m−2. At the beginning and at the end of the growth period (until 
DOY 180 and from DOY 280), there is very little influence of the 
chosen evapotranspiration module on the model results. In the 
CERES model, the LAI is slowly increasing after emergence and 
peaks around 29 July (DOY 210): 0.93 m2 m−2 (ETASCE), 0.99 
m2 m2 (ETFAO), and 0.87 m2 m−2 (ETHaude). In the following 
phase, the LAI first decreases very slowly and then faster. From 10 
Oct. (DOY 283) 2013, stepwise drops of LAI are simulated. From 
22 July (DOY 203), the choice of the evapotranspiration module 
becomes evident in the LAI simulations. During the period of sap 
flow measurements, the LAI decreases by about 30%. Leaf area 
growth occurs until CERES development stage 3, which ends on 
30 July (DOY 211). Leaf senescence, which is closely related to 
development stages, already takes place from CERES development 
stage 2, but becomes more evident when the leaf growth stops. The 
stepwise decrease of LAI is caused by different representations of 
leaf senescence at different CERES development stages. One might 
be surprised by the quite low values of simulated LAI. However, 
the plant density of 5 plants m−2 on the lysimeter was lower than 
on a standard field where plant densities range between 6 and 10 
plants m−2 depending on the variety and the water supply. To cal-
culate the LAI, the plant density is directly multiplied with the 
calculated leaf area per plant. In addition, 2013 was a poor maize 
year in Germany, especially in Bavaria, where yields of grain and 
silage maize were about 20% lower than the long term average 
due to unfavorable climate conditions, i.e., long drought periods. 
Moreover, the very sandy soils in the lysimeter have increased water 
and nutrient stress due to the low soil water capacity and nutrient 
storage, which is also represented in the model.

The LAI simulations generally depend on the simulation of phe-
nological development (not shown). All plants on the lysimeter 
emerged until the beginning of June, but did not reach maturity 
(BBCH < 90). Since the simulated phenological development 
stages only depend on temperature sums, the choice of the 
evapotranspiration module does not influence the model results. 

However, the phenological development is influenced by the choice 
of the plant model. SPASS only distinguishes between temperature 
sums during the vegetative and the generative phase. As a result the 
development curve is very smooth and continuous. Emergence is 
simulated at the beginning of June 2013. The CERES model has 
nine different development phases, which leads, compared to the 
SPASS development, to the simulation of faster phenological devel-
opment in some periods and slower development in other periods. 
Emergence occurred at the end of May 2013. Because of this earlier 
emergence the phenological development of the CERES model in 
this study is always ahead of the SPASS model. Therefore, within 
the simulation period, the CERES model reaches the final BBCH 
stage of 92, but the SPASS model finishes at 80.

Measurements and Simulations of Soil 
Water Contents
Measured and modeled soil water contents at the 10-, 50- and 
80-cm depths are displayed in Fig. 5. In the 50-cm depth, mea-
sured soil water contents were in the range between 0.15 and 0.34 
cm3 cm−3 and in the 80-cm depth were between 0.15 and 0.24 cm3 
cm−3. Short-term variability was also higher in the upper soil layer. 
In both depths, the maximum soil water contents were measured 
at 1 June (DOY 152), while in the 50-cm depth the minimum 
soil water content was registered at 24 Aug. (DOY 236) 2013 and 
in the 80-cm depth at 10 Sept. (DOY 253) 2013. The simulated 
soil water contents lie between 0.23 and 0.38 cm3 cm−3 in the 
10-cm depth, between 0.2 and 0.33 cm3 cm−3 in the 50-cm depth, 
and between 0.17 and 0.25 cm3 cm−3 in the 80-cm depth. The 
simulated soil water contents in 10-cm depth show the largest vari-
abilities. The 50- and 80-cm depth soil water contents have their 
extremes at the same points in time as the measured values.

Until the beginning of March (around DOY 60), the soil water 
content simulations of the different model configurations do not 
differ significantly due to the absence of plants and low tempera-
ture and radiation leading to very similar ETpot (and thus ETact) 
simulations. From then, in the three depths, the highest soil water 
contents are simulated by the use of ETHaude approach, the lowest 
in case of ETFAO. At zero LAI, ETpot is completely partitioned 
to Epot and thus to Eact (Eq. [5]). When temperature and radia-
tion increase, differences of ETpot simulations among the three 
evapotranspiration modules become more evident. As a conse-
quence, a different amount of water is removed from the top soil, 
which then propagates to lower soil layers. At the beginning of 
June (around DOY 152), there was again high water input due 
to precipitation leading to an equalization of all models and to 
the highest simulated water contents in 2013. When plant emer-
gence occurred at the end of May (SPASS) and beginning of June 
(CERES), differences resulting from plant submodule choice 
evolved in the dynamics of the modeled soil water contents. These 
differences between the simulations become more evident when 
the water contents get lower, while they assimilate when there was 
water input. These divergences get larger from 20 July (DOY 201) 
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in the 10- and 50-cm depths, and about 10 d later in the 80-cm 
depths. In all depths, the ETASCE and ETHaude water contents are 
higher than those of ETFAO when SPASS is applied. The CERES 
simulations show the highest water contents in combination with 
ETFAO in the three depths. Comparing simulations that apply the 
same evapotranspiration module, but a different plant module, the 
soil water contents of the CERES simulations are lower until 1 
September (DOY 244) (up to 0.01 cm3 cm−3 in the 10- and 50-cm 
depths and 0.007 cm3 cm−3 in the 80-cm depth) than those of the 
corresponding SPASS simulations.

The explanation is differently simulated LAIs: From 19 July (DOY 
200) the LAI (Fig. 4) simulated by SPASS is lower than in the 
CERES model simulations, which means that more evaporation 
and less transpiration occur. Hence, more water is depleted from 
the top soil layer, while there remains a significant amount of water 
to flow downward. In the CERES model, the LAI remains higher 
which allows the model to partition a larger fraction of ETpot to 
Tpot. As a consequence, water is still taken up from the rooted soil 
layers, and thus, reduces soil water contents throughout the whole 

soil profile. Another reason for the lower soil water contents of the 
CERES simulations in comparison to SPASS is the higher root 
length density, which allows the CERES model to deplete more 
water from each layer.

In the 50- and 80-cm soil depths, the water content simulations are 
in good agreement with the measurements. The measured peaks 
are simulated by the models, but especially when water contents 
drop below 0.23 cm3 cm−3 in the 50-cm depth and below 0.17 cm3 
cm−3 in the 80-cm depth, there are some differences between mea-
surements and simulations. The IA and NSE values of the different 
model configurations are shown in Table 5. Since there are long 
periods (in total about 8 mo) where simulated water contents only 
differ slightly among the model configurations, the statistical mea-
sures are very similar at both measurement depths. The dynamics 
of the soil water contents in the 50-cm depth (IA between 0.77 
and 0.83, NSE between 0.55 and 0.63) are as well represented by 
the models as the dynamics of the soil water contents in the 80-cm 
depth (IA between 0.80 and 0.85, NSE between 0.49 and 0.60). 
There is a minor tendency of ETHaude, CERES performing better 

Fig. 5. Time series of measured (solid black line with dots) and simulated soil water contents [cm3 cm−3] in the (a) 10-cm, (b) 50-cm, and (c) 
80-cm depths from 4 Dec. 2012 to 31 Dec. 2013. The x axis grid lines are placed at the first day of each month. Simulations resulting from different 
evapotranspiration modules are displayed in blue (ETASCE), yellow (ETFAO) and green (ETHaude), the solid (SPASS) and dashed (CERES) lines stand 
for the chosen plant module. The vertical solid black lines show the period of the sap flow measurements from 14 Aug. to 9 Sept. 2013.
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than the other five model configurations. These NSE values are 
higher than those achieved by Stumpp et al. (2012), who evaluated 
soil water contents in five lysimeters. Depending on the soil depth, 
they found NSEs between −9.51 and 0.05 for the least accurately 
simulated lysimeter and NSEs between −0.4 and 0.46 in the most 
accurately simulated lysimeters. Herbst et al. (2005) evaluated dif-
ferent soil water flow models and found IAs higher than 0.9 in 
the 25- and 85-cm soil depths when a one-dimensional Richards 
equation model was applied while the capacity based model per-
formed not as good.

In our simulations, there are several reasons for deviations between 
models and measurements. In some periods, simulated ETact was 
too high, which can be a result of intense evaporation from the top 
soil layer and/or of strong plant water uptake from the rooted soil 
layers. The latter is in agreement with the overestimation of sap 
flow or transpiration by the models on rainy days characterized 
by low daily maxima of sap flow rates (Fig. 2 and 3). While the 
measurements of soil water contents suggest that the water in the 
soil was absorbed by the plants in deeper soil layers, in the simula-
tions soil water was already depleted in the upper soil layers. This 
can be seen in Fig. 4 where the simulated 10-cm water content 
strongly drops from 0.3 cm3 cm−3 to 0.23 (CERES)/0.24 (SPASS) 
cm3 cm−3 during July, while the models start to overestimate 
the measurements in the 50-cm depth. In the following period 
until the end of the sap flow measurements, this overestimation 
becomes also evident in 80-cm depth, while in the simulations 
the rain water is depleted in the 10-cm depth immediately after 
water input. Some uncertainty might result from uncertainty in 
the model parameters, such as soil hydraulic conductivity (Mishra 
and Parker 1989). This parameter is difficult to estimate in natural 
soils due to local heterogeneities of porosity and due to soil aggrega-
tion over time. Therefore, different soil hydraulic conductivities 
were tested, but our model results could not be improved.

Water Balance
Daily sums of measured and simulated evapotranspiration, percola-
tion, and water content change of the whole soil column are shown 
in Fig. 6. The measured ET was strongly changing from day to day, 
so that in the beginning of August a day with no ET was followed 

by the day with the maximum registered daily ET of 3.8 mm d−1. 
Already in May daily ET of up to 2.5 mm d−1 was observed. From 
the beginning of October maximum daily ET was around 1.0 mm 
d−1. Daily percolation was mostly lower than 2 mm d−1, but five 
distinct peaks between 4 and 22 mm d−1 were registered. The daily 
soil water content change was in the range between −35 and 38 
mm d−1. These extreme values were observed between the end of 
May and beginning of June. A negative soil water content change 
can be related to either percolation or evapotranspiration. Large 
negative values mostly occur during the percolation peaks (if there 
is no additional water input), while the loss of soil water is lower 
when only evapotranspiration occurs.

The simulated daily ET rates were also rapidly changing from 
day to day. The highest simulated ET was 4.7 mm d−1. However, 
there are two longer periods where modeled ET was constantly 
around 1 mm d−1: mid July (DOY 192–210) and the beginning 
of September (DOY 244– 250). Both periods were characterized 
by longer absence of rain leading to very low water contents in 
the top soil layer and thus to a limitation of evaporation. Partly, 
transpiration was also limited during these periods, but not as 
much as evaporation due to water depletion from deeper soil layers. 
Especially until 6 Aug. (DOY 218) 2013, the CERES simulations 
show higher evapotranspiration than the SPASS model runs. 
Simulated percolation is mostly lower than 2 mm d−1, but six peaks 
were simulated, five of those between 3 and 10 mm d−1, and one 
larger peak with 40 mm d−1. Daily soil water content change was 
simulated in the range between −38 and 40 mm d−1.

While measured percolation and soil water content change are well 
simulated by the models, they lack to a certain extent the correct 
simulation of evapotranspiration. The IAs and NSEs of the dif-
ferent model configurations are shown in Table 6. Considering 
these two statistical means, percolation and soil water content 
change are best simulated when ETHaude was applied, although 
the IA shows less variation than the NSE. When simulated and 
measured ET rates are compared, the NSEs are around zero or 
slightly below, which means that the average of the measurements 
is as good as the simulation. Applying the NSE, the ETFAO, SPASS 
simulations perform best, but considering the IA, the ETHaude, 

Table 5. Indices of agreement (IA) and Nash–Sutcliffe model efficiency coefficients (NSE) between measured and simulated soil water content at the 
50- and 80-cm depths. Columns denote the two applied plant submodules, the rows the different evapotranspiration submodules. All available pairs 
of variates (5796) between 4 Dec. 2012 and 31 Dec. 2013 are compared.

IA NSE

Soil water content 50 cm Soil water content 80 cm Soil water content 50 cm Soil water content 80 cm

Configuration SPASS CERES SPASS CERES SPASS CERES SPASS CERES

ETASCE† 0.78 0.82 0.82 0.85 0.57 0.63 0.53 0.59

ETFAO 0.77 0.81 0.80 0.83 0.55 0.60 0.49 0.54

ETHaude 0.77 0.83 0.81 0.85 0.55 0.63 0.52 0.60

† ET is evapotranspiration.
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SPASS performs better. In general, the SPASS simulations show 
marginally higher IAs and NSEs than the corresponding CERES 
simulations. Total, summed up measured ET from 15 May to 15 
Nov. 2013 was 198.0 mm. ETHaude combined with SPASS and 
CERES underestimate this sum by only 1.4 and 3.3%. The other 
simulations show a minor overestimation by 12.2% (ETASCE, 
SPASS) to 17.2% (ETFAO, SPASS). The measured cumulative 

percolation from 15 May to 15 Nov. 2013 amounted to 325.0 mm, 
while the simulations showed values between 346 mm (both 
ETFAO simulations) and 385 mm (ETHaude, SPASS). The over-
estimation of cumulative drainage by our models is contradictory 
to Skaggs et al. (2006b), who found during a 2-wk period that 
the HYDRUS model slightly underestimated measured percola-
tion. However, they applied a seepage face boundary condition 
where drainage only occurs when the bottom soil layer is saturated 
(Šimůnek et al., 1998), while we achieved the best results assum-
ing free drainage. This boundary condition was also successfully 
applied by Loos et al. (2007) to the same lysimeters. However, the 
stratification with gravel at the bottom of the lysimeter (increasing 
size of gravel with increasing depth) might represent a boundary 
condition that is somehow “between” the seepage and the free 
drainage approach. The measured total change of soil water con-
tents was a gain of 8.7 mm throughout the presented period, while 
all the models simulated a minor loss of about 10 mm.

Linking together statistics with cumulative ET suggests that there 
are some periods where ET was overestimated by the models 
and other periods where it was underestimated. This can also be 
observed in Fig. 6a: From DOYs 159 to 187 and from 212 to 245 
simulated ET is mostly higher than the measured ET, while from 
DOYs 191 to 209 and from 245 to 252 simulated ET is lower than 
the measurements. The overestimation of ET mainly occurs during 
periods with high precipitation. In these periods, simulated actual 
transpiration was not limited since water was available in the rooted 
soil layers, especially in the upper soil, leading to an overestimation 

Fig. 6. Time series of the measured (solid black line with dots) and the simulated daily lysimeter water balance from 15 May to 15 Nov. 2013: (a) actual 
evapotranspiration, (b) percolation, and (c) water content changes of the whole soil column. Simulations resulting from different evapotranspiration 
modules are displayed in blue (ETASCE), yellow (ETFAO), and green (ETHaude), the solid (SPASS) and dashed (CERES) lines stand for the chosen 
plant module. The vertical solid black lines show the period of the sap flow measurements from 14 Aug. to 9 Sept. 2013.

Table 6. Indices of agreement (IA) and Nash–Sutcliffe model 
efficiency coefficients (NSE) between measured and simulated evapo-
transpiration, percolation and soil water content change. Columns 
denote the two applied plant submodules, the rows the different evapo-
transpiration submodules. The total number of pair of variates is 184 
representing daily values between 15 May and 15 Nov. 2013.

Variable† Configuration

IA NSE

SPASS CERES SPASS CERES

ET ETASCE 0.71 0.68 −0.01 −0.10

ETFAO 0.66 0.65 0.04 −0.04

ETHaude 0.73 0.71 −0.01 −0.08

P ETASCE 0.83 0.83 0.30 0.32

ETFAO 0.82 0.83 0.30 0.31

ETHaude 0.84 0.85 0.33 0.34

DSWC ETASCE 0.96 0.96 0.85 0.85

ETFAO 0.95 0.96 0.84 0.85

ETHaude 0.96 0.96 0.86 0.86

† ET, evapotranspiration; P, precipitation; DSWC, water content change of the 
whole soil column.
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by the models (see days with precipitation and after rain events of 
Fig. 2). Likewise, potential evaporation was not limited by soil water 
availability in the first soil layer. As a consequence, in the models 
water is depleted from the top soil layer, whereas in reality it was 
later available for plant uptake in deeper soil layers or even percolated. 
Corresponding to this fact, from DOYs 160 to 190 the simulated 
water contents in the 50-cm depth were up to 0.03 cm3 cm−3 lower 
than measured (Fig. 5), and the percolation peak at 25 June (DOY 
176) was likewise underestimated by the models and was simulated 
2 d later than measured. In the following period, there was very little 
water input to the system, leading to limitations of simulated evap-
oration and transpiration, but the measurements suggest stronger 
water uptake from deeper soil layers.

As precipitation did not occur during 3 wk in July, the plants 
might have been water-stressed, which could have had an impact 
on root growth. The root length distribution, which in the models 
exponentially decreases from the top to bottom soil layers, might 
not reflect reality. Huck et al. (1983) investigated water stress 
adaptations of soybeans in a sandy soil by comparing a natural 
rainfall treatment and a treatment with additional irrigation. In 
the irrigated system root growth was decreasing with soil depth, 
but in the water-stressed system root growth was generally higher. 
Maximum root growth was observed in the 120-cm depth, while 
top soil roots got senescent. Sharp and Davies (1985) investigated 
drought effects on water uptake and root growth of maize plants. 
In drier soils, root growth in the upper soil layers was restricted, 
while more intense root growth was observed below the 60-cm 
depth. Additionally, the deeper roots of the water-stressed plants 
showed higher water uptake rates per unit root length density than 
the roots in the upper soil layers. Carminati et al. (2009) explained 
this phenomenon by contact loss between roots and soil due to root 
shrinkage during dryer periods. They found that after rewet events, 
some of the roots grew again and regained contact to the soil, but 
especially around older taproots the gaps remained. However, in 
a follow-up publication, Carminati et al. (2013) identified that a 
decrease of transpiration and soil matric potential was the trigger 
for the contact loss of roots. They describe a conceptual model in 
which the process of gap formation is self-enhancing because of the 
reduced hydraulic conductivity between root and soil.

 6Summary and Conclusions
Sap flow and evapotranspiration of maize plants on a weighing 
lysimeter were measured and analyzed in the summer of 2013. 
The water balance of the lysimeter system and other processes, 
which occur in the soil–plant system, were simulated with the 
modular model framework Expert-N. Six different model config-
urations with varying evapotranspiration and plant submodules 
were applied.

We successfully applied sap flow measurement devices using the 
HRM to measure water transport in maize plants on lysimeters. 

In general, the simulations of transpiration agreed with the 
sap f low measurements. The daily transpiration determined 
by sap f low measurements was lower than the daily lysimeter 
evapotranspiration and of the same order of magnitude. In the 
future, these devices can also be applied to measure transpiration 
of maize during scientific field studies or to determine the plant 
water demand in the field to ensure demand-based irrigation. 
The devices, which were used in this study, are easy to install, 
but a constant power supply must be guaranteed to run them 
permanently.

Some model configurations better represented the measurements 
than others. All model configurations were able to well simulate 
the hourly sap flow measurements during daytime, but lacked the 
representation of measured nighttime transpiration. The use of the 
ETASCE evapotranspiration module, which accounts for hourly 
weather changes, is beneficial when high-resolution transpiration 
is to be simulated.

Lysimeters are a very powerful means to evaluate water balance 
simulations. All model configurations satisfyingly simulated 
measured daily percolation and soil water contents, but lacked 
the representation of daily evapotranspiration. When consid-
ering the seasonal water balance, surprisingly the very simple 
Haude approach seems to provide a suitable value for potential 
evapotranspiration, which allows for the calculation of actual tran-
spiration and evapotranspiration. However, one must notice that 
this approach was developed to match evapotranspiration in the 
region of our study. Nevertheless, on rainy and moist days the lack 
of a radiation term in the Haude approach might be beneficial in 
comparison to the Penman–Monteith approaches, which more 
strongly overestimate evapotranspiration on those days. In princi-
ple, all model configurations can be applied for future simulations, 
but one should always consider the specific research question to 
generate a suitable model configuration.

An important issue, which may lead to deficiencies in the simula-
tions, is the distribution of water within the soil profile. During 
rewetting events after drought periods, simulated evapotranspi-
ration is higher than measured while during the following drier 
periods the soil available water is missing for plant uptake. Key 
parameters that are responsible for the strongest differences among 
the different transpiration simulations are root length densities 
and the LAI, which determine water uptake from the soil and the 
distribution of potential evapotranspiration into the plant and the 
soil part.
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