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Abstract 

Recent advances in RNA sequencing technologies have greatly expanded our knowledge of the 
RNA landscape in cells, often with spatiotemporal resolution. These techniques identified many 
new (often non-coding) RNA molecules. Large-scale studies have also discovered novel RNA 
binding proteins (RBPs), which exhibit single or multiple RNA binding domains (RBDs) for 
recognition of specific sequence or structured motifs in RNA. Starting from these large-scale 
approaches it is crucial to unravel the molecular principles of protein-RNA recognition in 
ribonucleoprotein complexes (RNPs) to understand the underlying mechanisms of gene 
regulation. Structural biology and biophysical studies at highest possible resolution are key to 
elucidate molecular mechanisms of RNA recognition by RBPs and how conformational 
dynamics, weak interactions and cooperative binding contribute to the formation of specific, 
context-dependent RNPs. While large compact RNPs can be well studied by X-ray 
crystallography and cryo-EM, analysis of dynamics and weak interaction necessitates the use of 
solution methods to capture these properties.  

Here, we illustrate methods to study the structure and conformational dynamics of protein-RNA 
complexes in solution starting from the identification of interaction partners in a given RNP. 
Biophysical and biochemical techniques support the characterization of a protein-RNA complex 
and identify regions relevant in structural analysis. Nuclear magnetic resonance (NMR) is a 
powerful tool to gain information on folding, stability and dynamics of RNAs and characterize 
RNPs in solution. It provides crucial information that is complementary to the static pictures 
derived from other techniques. NMR can be readily combined with other solution techniques, 
such as small angle X-ray and/or neutron scattering (SAXS/SANS), electron paramagnetic 
resonance (EPR), and Förster resonance energy transfer (FRET), which provide information 
about overall shapes, internal domain arrangements and dynamics. Principles of protein-RNA 
recognition and current approaches are reviewed and illustrated with recent studies. 

Keywords: RNA-protein complex, Integrated structural biology, Nuclear magnetic resonance, 
Multi-domain proteins, Molecular dynamics, Small angle scattering 
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1. Introduction 

Ribonucleic acids (RNAs) cover a broad range of essential functions in cells, many of them still 
unknown. While their role in the classical picture of gene expression (i.e. ribosomal RNAs,  
transfer RNAs), has been uncovered long ago, a growing number of non-coding RNAs has been 
discovered in the past 25 years, including microRNAs (miRNAs) [1], small interfering RNAs 
(siRNAs), long non-coding RNAs (lncRNAs) [2], small nuclear and nucleolar RNAs (sn(o)RNAs) 
[3, 4], circular RNAs and others [5]. Many of these RNAs have been found to play critical roles 
in modulating gene expression, transcript stability, and RNA processing. Both coding and non-
coding RNAs can exhibit secondary and tertiary structures that may potentially confer enzymatic 
activity. Compared to DNA the RNA world provides a large diversity of conformations and 
tertiary folds involving stem-loops, pseudoknots, internal bulges, and tertiary interactions that 
benefit from the presence of multiple functional groups with potential to form hydrogen bonds. 
The diversity of RNA structural features is also exploited by RNA binding proteins (RBPs) for the 
formation of RNPs.  

RNA binding domains, such as RNA recognition motifs (RRMs), double-stranded RNA binding 
domains (dsRBDs), K homology (KH) domains or zinc fingers [6-11], are highly abundant and 
are found in many RBPs [12-15]. These RBPs are involved in the regulation of RNA processing, 
turnover and modification, including pre-mRNA maturation [16], splicing [17], quality control, 
degradation [18], transport/localization [19] and translational regulation [20]. Recent genome-
wide studies have revealed the presence of previously unknown RBPs that interact with mRNAs 
[21, 22] through one or more RNA-binding domains (RBDs). Most of the identified RBPs 
comprise well-known RBDs (RRM, KH, dsRBD, zinc fingers). However, novel RBDs were 
discovered that were previously not known to bind RNA [21, 22]. For instance, the WD40 
domain, a well-known protein–protein interaction module, has been experimentally confirmed to 
specifically bind RNA [23, 24]. We and others have recently identified the ROQ domain as a 
novel RBD in the Roquin protein, which plays an important role in post-transcriptional gene 
regulation in T-cells [25-30]. Structural analysis of these proteins and their RNPs is important to 
unravel the molecular mechanisms underlying the protein-RNA recognition in these RNPs 
(Figure 1A, B). Cis regulatory elements in the mRNA are recognized by trans acting proteins 
(Figure 1A) and regulate mRNA processing and stability. Insights into RNA-protein interactions 
can be the key to understanding why certain RNA elements are functional [31]. On the other 
hand, unraveling key features required for recognition of target RNAs by an RBP will facilitate 
the identification of novel RNA targets. Structural analysis therefore is critical to be able to 
predict protein-RNA interactions [32]. Here, we provide an overview of possible methods to 
elucidate molecular mechanisms of RNA-protein interactions starting from the initial 
identification of an RBP and cognate RNA element to a full high-resolution picture of the RNP 
structure and dynamics. 

2. How to discover protein-RNA complexes? 

Thanks to recent technical advances protein-RNA interactions can be studied at a genome-wide 
scale using various methods [33, 34]. Classical approaches to identify protein-RNA complexes 
involve immunoprecipitation (IP) of the protein to detect the RNA (RNA IP, RIP) via Northern 
Blots, real-time PCR (which also allows quantification of RNA), microarrays (broad-scale 
analysis on a chip) or sequencing. RIP has recently been exploited at a quasi-genome-wide 
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scale to analyze specificity and subcellular localization of hundreds of RBPs [31]. It is possible 
to pull-down RNAs on large scale, e.g. mRNAs through their poly-A tail or by attaching a 
specific tag to a particular RNA followed by pulldown (streptavidin-biotin). While the first 
approach is well suited to isolate endogenous complexes from whole-cell extracts the pulldown 
of RNA requires isolated RNA to be labeled or tagged. Protein detection is usually achieved 
through Western blotting. Crosslinking of RNA and interacting proteins prior to co-precipitation is 
widely used to identify both the RNA and the protein site of interactions within cells. As directed 
immuno-precipitation is difficult to achieve for a specific RNA (and its bound proteins) methods 
like CLIP (Cross-Linking with IP) are normally used to identify regions of RNA that are 
crosslinked to a precipitated RBP (see next paragraph). CLIP will also yield valuable information 
about the exact regions of a protein that are involved in particular interactions with RNA (Figure 

2). 

Having identified components of an RNP a comprehensive biochemical, biophysical, structural 
and functional characterization involves the combination of various methods in an integrated 
manner (Figure 1C). These include biochemical and biophysical methods, structural biology 
techniques up to functional studies in cells and in vivo. 

2.1 Identifying RNA binding regions in RBPs 

RNA recognition usually involves specific RNA binding domains (RBDs). The majority of RNA-
protein interactions is mediated by highly abundant and well-characterized RRMs, KH-domains, 
dsRBDs and zinc finger domains [6-11, 35]. The presence of an RBD within a full-length RBP 
can be identified in various ways (Figure 2A). The increasing availability of deposited structural 
data of RBDs enables the prediction of homologous domains based on the primary sequence. 
Alternatively, prediction of secondary structure can help to define domain boundaries. Protein 
expression trials testing various constructs can then identify a soluble globular domain. For the 
mapping of a novel uncharacterized RNA binding domain [21] limited proteolysis is a valuable 
tool to identify a protease-resistant globular domain (see reference [36] for further reading). This 
approach has been successfully used to identify the ROQ domain in the RNA binding protein 
Roquin, which could not be predicted by other means [25] (see Chapter 3.3 for further details). 
Notably, an increasing number of RBPs are described where RNA binding involves intrinsically 
disordered regions (IDRs) in these proteins [37]. The identification and characterization of an 
RNA binding IDR is challenging as it is non-globular, dynamic and largely unstructured. Here, 
NMR spectroscopy is a unique tool to map binding interfaces experimentally (see below). 

2.2 Identifying protein binding regions of RNAs 

Defining a relevant, regulatory region and binding site for an RBP in a large RNA is challenging 
and requires an assay to monitor functional activity related to the RNA. An efficient approach 
involves a cellular reporter assay. For example, to identify a regulatory region in the 3’ UTR of 
an mRNA, the 3’ UTR or smaller regions are fused to the CDS of an easy-to quantify gene 
product, e.g. luciferase. This set-up enables testing of different UTR constructs through 
comparison of mRNA and subsequently protein levels (Figure 2B). With this so-called deletion 
mapping [38, 39] approximate regions of regulatory importance can be defined and then 
investigated with additional experiments. 

Having identified a functionally relevant region in a larger RNA the secondary structure can be 
mapped using chemical and enzymatic probing methods (see 2.4). SHAPE (Selective 2'-
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Hydroxyl acylation Analyzed by Primer Extension) provides a measure of the accessibility of 
nucleotides based on their chemical reactivity and is a good read-out for RNA secondary 
structure [40, 41] (Figure 2B). This information can be combined with NMR data which also 
report on RNA base pairing and dynamics [42-45] (see below). The utility of SHAPE and other 
methods to identify protein-binding sites in RNAs is summarized in Chapter 2.4. 

For large-scale analysis of protein-RNA interactions CLIP has proven valuable as it can detect 
dynamic, low-affine, and transient interactions on a genome-wide scale by crosslinking in vivo. It 
enables the precise identification of RNA binding sites for a given RBP at nucleotide resolution 
(iCLIP) [46] (Figure 2C). CLIP is now routinely combined with high-throughput sequencing 
(HITS-CLIP [47]) or applied with photo-reactive nucleoside analogs (PAR-CLIP [48]) on a 
genome-wide scale [46, 49-51]. It is often combined with RNA Bind-n-Seq [52] to characterize 
individual RBP-bound sequences relative to all input sequences. CLIP can be considered as the 
most efficient method for the de-novo identification of RNA binding sites. More detailed 
discussions of CLIP can be found in recent reviews [47, 51, 53]. However, CLIP experiments 
are usually preformed using full-length RBPs and thus the contributions and specific molecular 
mechanisms involving the presence of multiple RBDs are not assessed and need to be 
dissected by biophysical and structural biology techniques (see below).  

SELEX (Systematic Evolution of Ligands by EXponential enrichment) has facilitated the 
identification of DNA- or RNA target sequences of a protein from a systematic screen against a 
library of randomized sequences [54] (Figure 2C). While SELEX is well suited to identify high-
affine targets the approach might not provide a complete picture of possible RNA ligands of an 
RBP, and thus miss interactions that are functionally relevant in vivo [55, 56]. RNAcompete is 
an in vitro method to provide an overview with relative affinities of hundreds of short RNA 
sequences for a given protein [57]. While the two methods reveal well-defined target sequences 
of an RBP, possible secondary structure in the target RNA is not well detected and requires 
optimized methods [58]. A combination of RNA fold prediction [59, 60] and experimental 
validation (for example using NMR methods, see below) is usually required. Prediction of RNA 
folding is nowadays facilitated computationally and eventually implements temperature, base-
pairing restraints and buffer conditions [61, 62].  

Biotechnological progress and the computational power to sort and cluster millions of 
sequences has led to the identification of target sequences/consensus motifs for many RBPs 
important for, RNA processing and metabolism or the microRNA targetome [63-66]. Deep 
sequencing is used to identify spatially and temporally confined protein-RNA interactions, e.g. at 
the ribosome (translatome profiling [67]) or of the nascent transcriptome [68]. Hence, we are 
now able to partially describe the RNA landscapes in cells with spatiotemporal resolution [69-
71]. Combining this with a genome-wide description of RBPs has recently culminated in the 
quantitative analysis of proteins and RNAs in single cells [72, 73]. Single nucleotide information 
is also gained by using posttranscriptional modifications of bases (e.g. bisulfite sequencing 
[74]), which now drives deep-sequencing approaches into the epigenetic field. Data obtained 
from broad analyses of RNA-protein interactions are used to browse databases predicting 
binding interfaces, RNA fold, enabling docking and other features based on homology and 
empiric data [75]. 
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2.3 Molecular principles of protein RNA interactions 

Understanding structural features of RBP-RNA recognition beyond their simple binding is 
important to unravel molecular mechanisms that control many aspects of gene regulation. Over 
the past two decades our picture of rather static RNA-protein complexes has changed into a 
scenery of highly dynamic RNPs that constantly remodel their shapes depending on cellular 
demands. The spliceosome is one striking example of a highly complex protein-RNA machine 
where large scale changes in composition and structure play crucial roles to perform the 
catalytic reactions for intron excision [76, 77]. Large catalytic RNP nanomachines like the 
spliceosome are often targeted by a tightly regulated and dynamic initial assembly of RBPs at 
the mRNA. This involves the binding of multidomain RBPs to cis regulatory RNA motifs in the 
mRNA (Figure 1A), where multiple RBDs can engage several sequence motifs in the RNA. 
Moreover, multiple RBPs can cooperate to bind the RNA and the dynamic and cooperative 
binding of multidomain RBPs has been discovered as key feature for the formation of such 
regulatory RNPs (Figure 3), thus necessitating appropriate techniques to study their structural 
and dynamic features. Most RBPs recognize linear RNA sequence motifs by combinations of 
common RBDs, i.e. RRM or KH domains. The recognition of structured RNAs is, in general, less 
well studied, perhaps with the exception of double-stranded RNA helices [35, 78, 79] and RNA 
hairpin motifs [80-85].  

2.3.1 Single-stranded RNA recognition by multidomain RBPs 

RNA-protein interactions span several orders of magnitude [86, 87] in affinity and the underlying 
molecular and structural features are highly versatile. Often an RBP uses a tandem of RBDs to 
bind to single-stranded RNA (ssRNA) recognizing two different sites to increase affinity and 
specificity (Figure 3A). As such, in a first step the RNA binding of individual domains can be 
characterized. An additional layer of regulation is the potential presence of closed inactive 
arrangements of multiple RBDs in the absence of RNA. Conformational rearrangements are 
then required to enable high-affinity RNA binding providing an additional level of regulation. 
Tandem RBDs are often connected by flexible linkers [88-91] and can tumble independently in 
the absence of RNA or sample a range of “inactive” conformations to minimize the formation of 
non-specific RNPs. This has been observed for the essential splicing factor U2AF65 [90, 92-94] 
(Chapter 3.2). Alternatively, a prearranged conformation that resembles the RNA-bound 
structure may facilitate RNA binding but then inhibit splicing of an exon that is looped out, as is 
the case for the alternative splicing factor PTB [95, 96]. These examples illustrate how different 
domain arrangements and dynamics are important features for the formation of a regulatory 
RNP. As a consequence, such dynamic features must be considered when analyzing 
mechanisms of RNP formation. A simple static picture of the bound state of an RNP will not 
explain the full biological activity and regulation of RNPs.  

2.3.2 Cooperative RNA binding 

An important principle of RNA recognition involves the formation of specific RNPs by the 
cooperative binding of multiple RBDs either within a multidomain RBP or by combining different 
RBPs [87, 97] (Figure 3B). The combinatorial assembly of different RBDs enables the formation 
of various distinct RNPs and thus can be used to control a wide range of processes with a 
limited number of RBDs [12, 89, 98]. The simultaneous recognition of a single linear RNA 
sequence by two RBPs can be further modulated by protein/protein interactions and control the 
assembly of higher order complexes. Another example for the combination of multiple RBDs 
involves the combination of sequence-specific and non-sequence specific RNA-binding 
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domains. Non-specific RNA binding may allow sliding of the RBP on a long RNA sequence to 
search for high affinity sites that are then recognized sequence-specifically by a second RBD, 
thereby increasing the efficiency of searching a target cis regulatory element. This has been 
proposed for mRNA binding by Roquin, where shape-specific recognition of a cis regulatory 
RNA stem-loop by the ROQ domain is enhanced by the presence of a zinc finger (ZnF) that is 
expected to mediate non-specific RNA binding [99]. A guiding function of the zinc finger is 
suggested by its non-specific RNA-binding properties, which may thus facilitate sliding along 
single-stranded RNA.  

2.3.3 Conformational selection and induced fit 

An important mechanistic aspect of RNA recognition involves conformational changes that are 
coupled with the formation of a protein-RNA complex (Figure 3C). As such it will be difficult to 
predict interaction surfaces even with prior knowledge of the apo protein and RNA structures. 
Formation of the protein-RNA complex can involve an “induced fit” mechanism or 
conformational selection from a dynamic ensemble of structures that includes a pre-existing 
bound conformation (typically only as a minor populated species) [42, 92, 100-104]. While an 
induced fit presupposes structural adaptation of at least one interaction partner, conformational 
selection correlates with the sampling of multiple conformers that exist in a dynamic equilibrium. 
The “correct” conformer resembling the bound conformation is then captured by binding of the 
ligand. Both mechanisms require solution-based methods to allow for the detection and 
characterization of dynamics and conformational ensembles. 

2.3.4 Sliding of RBPs on double-stranded RNA 

Binding to dsRNA often involves sliding of the RBP along the double-stranded RNA helix. For 
human TRBP sliding has been shown to be an intrinsic ATP-independent feature [105] (Figure 

3D). The scanning of a dsRNA conformations enables dsRBDs to contribute to miRNA 
biogenesis. In general, dsRBPs balance dynamics and specificity for dsRNA binding and may 
vary from completely independent (dynamic) to specific (static) binding [106]. Usually dsRBDs 
bind non-sequence-specifically to dsRNA helices [107], while some binding specificity is thought 
to be linked to the presence of non-A-form helical RNA [78], e.g. in stem-loop RNA structures 
[81, 108]. For protein-DNA complexes intra- and intermolecular jumping of the protein has been 
described as additional mechanism [109].  

We will give examples for the above mentioned principles and illustrate how they can be 
unraveled using complementary biophysical and structural biology techniques in section 3 of 
this review 

2.4 Biochemical, biophysical methods and structural biology techniques to study 

protein-RNA interactions 

Standard structural biology techniques, i.e. crystallography, NMR and electron microscopy 
provide high-resolution structural details. Biochemical and biophysical experiments provide 
information about binding affinity, stoichiometry, kinetic and thermodynamic parameters for 
protein-RNA interactions (Table 1). In the following we briefly summarize the most common 
approaches. 
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2.4.1 Biochemical assays 

Classical biochemical assays for RNP analysis in vitro often rely on the detection of RNA. 
Electromobility shift (EMSA, separation of free and bound RNA during gel electrophoresis) and 
filter binding assays (retention of RNA by proteins that are immobilized on a membrane) 
determine the binding affinity of RNPs and can indicate the stoichiometry of RNP assemblies 
[110]. Native EMSAs can also indicate kinking of a dsRNA helix in the free and protein bound 
form [111, 112] as caused by a significantly impaired migration behavior. Note that EMSAs can 
also be used for the detection of protein (PEMSA) in a protein-nucleic acid complex while the 
general setup is comparable [113].  

Chemical and biochemical footprinting assays can determine protein binding sites in RNA [114, 
115] as they will be protected from enzymatic or chemical degradation after binding to a cognate 
RBP. Similarly, cleavage assays [116] such as oligonucleotide-targeted RNase H protection 
assays [117] can indicate a potential binding site and protein activity around a specific 
nucleotide sequence. 

Depending on the sequence- or shape-specificity of an RBP for target RNAs different methods 
may reveal the exact binding site. A particular useful approach involves chemical probing by 
SHAPE (see also section 2.2). SHAPE can be performed in vitro and in vivo [118] and is 
combined with evolutionary constraints for the structure prediction of large RNAs [40, 119, 120], 
their analysis, validation and modelling [121-123]. Therefore, these SHAPE-derived models 
cannot be considered fully experimental high resolution structures. Nonetheless, by comparing 
SHAPE data in the free and protein bound states the effects of protein binding onto the RNA 
can be analyzed even in the absence of an experimental structure. It is, however, important to 
distinguish between direct effects that change the accessibility of the binding surface and 
indirect effects that may also reflect a (large-scale) conformational change or dynamics in the 
RNA after protein binding. Thus, additional information is required, preferably from high-
resolution structural analysis of the free and complexed states.  

Site-specific RNP crosslinking e.g. via thiouridine provides unique information about protein-
RNA interfaces and entire complex architectures [124, 125]. Systematic integration of restraint 
information from protein-RNA crosslinks is now being used in an automated way [126] and can 
define and validate RNP models in the future.  

2.4.2 Biophysical assays 

Biophysical experiments provide quantitative kinetic and thermodynamic data, binding 
stoichiometry and affinity for the interaction. This information is also helpful in order to facilitate 
structure determination (see more details on key parameters of the methods in Table 1). 
Isothermal titration calorimetry (ITC), fluorescence anisotropy, thermophoresis and surface 
plasmon resonance (SPR) can be used to compare binding affinities of wildtype and mutant 
binding partners to validate a given protein-RNA interface. Stoichiometries obtained from static 
light scattering (SLS) or analytical ultracentrifugation (AUC) characterize a RNP in solution. 
Differential scanning calorimetry (DSC), Thermofluor and Circular dichroism (CD) spectroscopy 
are usually applied to detect changes in folding states and stability and may also be used to 
detect e.g. bending of nucleic acid helices as was shown for DNA [127, 128]. 

Dynamic light scattering (DLS) yields information about sample homogeneity and complex size 
distributions and thus complements SLS data. Low-resolution structural information of protein-
RNA interfaces can be obtained from mass spectrometry after crosslinking [124, 125]. Förster 
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resonance energy transfer (FRET) and electron paramagnetic resonance (EPR) spectroscopy 
require the incorporation of pairwise fluorescent or spin labels, respectively, at specific sites. 
They then yield valuable long-range distance restraints and can give information about dynamic 
transitions and structural changes of the RNA or the protein [93, 96]. Also, FRET is an ideal 
method to detect transition states during RNA folding or probe dynamics of complex systems as 
it was shown for protein sliding along dsRNA [105]. 

2.4.3 Structural biology 

Structural biology provides high-resolution structural information for biological macromolecules 
and their complexes. Different techniques have unique benefits but also come with specific 
drawbacks. Thus, depending on the particular question asked and properties of the system to 
be studied an integrated structural approach, where complementary techniques are combined, 
is usually the most promising way to understand structural mechanisms. A complete 
understanding of a particular protein-RNA interaction will only be obtained from a high-
resolution structure. X-ray crystallography and cryo-EM can provide highly resolved structures, 
but they lack information about the dynamics and flexibility of a complex. In fact, many RNP 
complexes do not occur as static structures but their functional activity requires conformational 
flexibility that enables rapid conformational changes in response to a cellular signal. Solution 
NMR spectroscopy is powerful in analyzing dynamic and transient protein and RNA folds and 
RNP complexes [129-133] at high resolution in a native-like environment. The three major 
structural biology techniques (crystallography, NMR, cryo-EM) are complemented by other 
methods to study the structure and dynamics of RNPs. 

 X-ray crystallography and cryo-EM 

X-ray crystallography is the major technique to obtain high-resolution structural information. The 
majority of structures deposited in the Protein Data Bank (http://www.wwpdb.org/) have been 
determined by X-ray crystallography, which can provide high resolution structures of small 
proteins up to large protein complexes (ribosomes). However, the requirement of obtaining well-
diffracting single crystals is a challenge and difficult for large complexes. Also crystallization 
often involves trimming of the protein or complex to remove flexible or disordered regions, 
which, however, can be essential for biological function and regulation for example by 
posttranscriptional modifications. Also, the crystalline state traps low energy conformations, 
sometimes inducing artificial states and cannot provide information about conformational 
dynamics.  

Recently, technical and methodological advances have put cryo-electron microscopy at the 
forefront of structural studies of high molecular weight complexes. With this, cryo-EM can 
provide structural information that approaches the resolution of crystal structures [134]. 
Furthermore, there is basically no size limitation, and single-particle cryo-EM is an ideal tool to 
study large complexes or machineries, including huge regulatory RNP complexes [135-137]. 
Regions of cryo-EM structures that are not well resolved can be complemented with high 
resolution data from crystallography or NMR. While only small amounts of sample are required 
a major challenge is the extensive sample optimization and preparation. Moreover, extracting 
dynamical information is not straightforward and flexible regulatory regions will not be visible.  

SAXS/SANS 

Small angle X-ray/neutron scattering (SAXS/SANS) can provide useful information on the 
overall shape of a particle in solution and do not require sample crystallization. SAXS is easy to 
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implement and yields overall shapes at a resolution above 10 Å. The concentration-dependent 
molecular weight and assembly in solution can be studied. SANS additionally can exploit the 
different scattering contrast of protonated or deuterated protein and RNA by matching D2O 
contents in the solvent. This allows distinguishing domains and subunits in a complex: By 
selective deuteration of individual protein subunits their relative position within the overall shape 
can be studied [138]. SAXS and SANS thus well complement each other and the two methods 
can yield helpful restraints by restricting the conformational space in systems to be modelled. In 
general, both methods are ideally combined with high-resolution information from X-ray 
crystallography and NMR [139-146].  

EPR 

Electron paramagnetic resonance (EPR) detects interactions between unpaired electrons and 
can provide long-range distance information. EPR requires the incorporation of paramagnetic 
metals or spin labels to attach the unpaired electron spins to the biomolecule studied. Distance 
restraints that can be combined with other structural data to be included in structure 
calculations. EPR is especially useful to complement short distance information obtained from 
NMR (e.g. PRE, NOE data) since it detects distances up to 80Å [147, 148]. These long-range 
information make EPR a viable tool to determine positions and orientations of single molecules, 
e.g. larger RNAs, within a complex (comparable to SANS). 

NMR spectroscopy  

A major strength of NMR is the capability to detect and analyze dynamic systems. Biomolecular 
NMR application require a combination of different experiments applied to isotope labelled 
samples.  Recent developments in selective isotope labelling and NMR pulse schemes have 
pushed the molecular weight boundaries that usually limit NMR [149-152]. Beyond structure 
determination of proteins, RNAs and their complexes, solution NMR is a powerful method for 
the investigation of molecular interactions, dynamics and folding of components. Different NMR 
experiments are available to obtain information of RNA structure and folding [153, 154]. NMR 
provides versatile and efficient tools to assess and confirm the secondary structure of structured 
RNAs based on the detection of imino protons in base pairs (Figure 4A). Imino-proton signals 
indicate double-stranded regions and are thus the primary indicator of folded, base-paired RNA 
[155, 156]. As the NMR resonance frequencies (chemical shifts) of these protons are normally 
well-separated from other protons their identification and assignment is straightforward. The 2D 
imino-NOESY spectrum takes advantage of the fact that neighboring base pairs have close 
spatial proximity of imino protons and will thus enable a sequential walk through the consecutive 
stretches of base-pairs (“connectivities”). An observable imino signal in NMR spectra of RNA 
indicates the presence of secondary structure. Interestingly, imino proton experiments can thus 
complement the information obtained from SHAPE (see Chapter 2.2). The RNA imino 
resonances are also useful probes to define the binding site with a cognate RBP (Figure 4B) as 
this will lead to local chemical shift perturbations and/or line broadening of NMR signals. 
However dynamic binding – e.g. by sliding – can cause RNA signal broadening beyond 
detection and thus complicates the analysis [7].  

It is important to note that imino proton-detected NMR experiments do not require labelling with 
NMR active isotopes (13C, 15N). On the other hand, to map the RNA-binding site within a protein 
usually 1H, 15N correlation experiments are used, which require 15N isotope-labelling of the 
protein. These fingerprint spectra of the protein can be easily recorded and enable tracking of 
the RNA binding event at residue resolution (Figure 4C). In 1H,15N correlation experiments of a 
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protein each amide group provides a resonance signal that can be assigned through three-
dimensional heteronuclear experiments [157]. Once the backbone chemical shift assignment is 
accomplished various types of information can be assessed for a protein. During a step-wise 
NMR titration of RNA into the protein sample residues that are affected by the RNA (e.g. 
through a new chemical environment) will undergo a change in chemical shift which can be 
quantified and used to determine the binding site and affinity [7, 158]. Similar to RNA imino 
protons, protein amide resonances are useful to perform a line width analysis that will reveal 
dynamic binding modes, as was shown for proteins sliding on dsDNA [159]. 

The analysis of NMR data described above provides structural insight into RNA-protein 
interactions at residue resolution – even before high-resolution structure determination by NMR 
or X-ray crystallography. The information obtained is already useful to guide the design of 
functional studies. For example, the mapping of chemical shift perturbations is a reasonable 
starting point for defining spots of mutagenesis to validate data in vitro or in vivo (see Chapter 
3.3). On the RNA level, simple one-dimensional proton NMR spectra already provide 
information about base-pairing, even without assignment of the NMR resonances. NMR 
provides answers to much more complex questions in the characterization of RNPs (dynamics, 
solution structures) and is now further enhanced by optimized isotope and segmental labelling 
approaches to overcome spectral overlap for both proteins and the RNA [45, 92, 160-162]. For 
RNA, the combination of in vitro transcription and segmental or site-specific isotope labelling 
offers adjustable sample conditions for the NMR study of even large RNAs [45, 85, 163, 164] 
(and reviewed in [165]). 

3. Examples: Structure and dynamics of RNPs using integrated methods 

A combination of integrated structural biology with biophysical techniques and computational 
methods is required to study the structure and dynamics of RNPs, as demonstrated by an 
increasing number of recent studies of protein-RNA complexes [25, 26, 45, 90, 97, 144, 147, 
148, 166-175]. In the following we illustrate the approaches and their utility with recent examples 
highlighting principles of protein-RNA interaction outlined in section 2. 

3.1 Cooperative recognition of linear RNA motifs by SXL-Unr  

Determining and quantifying cooperativity in RNP complexes is challenging and requires a 
combination of biophysical methods and integrated structural biology approaches.  

The regulation of the male-specific msl-2 gene is crucial for dosage compensation in 
Drosophila. Recently, the structural basis for the cooperative binding of two RBPs, namely Sex-
lethal (SXL) and Upstream-of-N-ras (UNR), which are recruited to the 3′ untranslated region of 
the msl-2 mRNA, has been unraveled  [97]. Assembly of this complex leads to inhibition of msl-

2 translation (Figure 5A) by preventing the engagement of the small ribosomal subunit [176]. 
The ternary Sxl–UNR–msl2 RNA complex features cooperative interactions of three RNA 
binding domains, i.e. two RRM domains from SXL, and the first cold-shock domain (CSD) of 
Unr, with a single-stranded cis regulatory RNA motif in the msl-2 RNA.  

Hennig et al. have used the tandem RRMs of SXL and the Unr CSD to analyze the ternary 
complex formation [97]. First, SLS revealed distinct, unambiguous stoichiometries of complexes 
with different RNA sequences. For structural analysis the predominant 1:1:1 complex was used 
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(Figure 5B). A first picture was created by SANS measurements indicating that the two RBPs 
sandwich the RNA (Figure 5C). SANS makes use of different scattering propensities of protons, 
deuterons and heavy atoms, i.e. phosphor atoms in RNA: By matching the scattering contrast of 
different subunits of a protein-RNA complex with the solvent the relative position of protein 
subunits and RNA components can be determined [138]. When combined with segmental 
deuterium labelling of multi-domain proteins SANS is a powerful tool to analyze intramolecular 
arrangements of individual domains [97, 138, 146, 166, 175], while SAXS is only able to provide 
a general shape. For the Sxl-Unr RNA complex, a low-resolution SAXS/SANS-derived model 
was used to validate that the conformation observed in the crystal structure reflects the 
assembly in solution (Figure 5D, E). However, SAXS/SANS provides only low resolution 
information. Therefore, solution NMR was used to confirm the binding interfaces and 
cooperative interactions in the complex. Chemical shift perturbations revealed that the two 
proteins bind msl-2 RNA in a cooperative manner, as the chemical shift trajectories initially 
induced by RNA binding to the Unr CSD domain follow a different direction upon the addition of 
the Sxl protein (Figure 5F). This is observed for residues in the so-called triple zipper region, 
where all three components (Sxl, Unr, and RNA) tightly interact, and thus confirms that these 
interactions are also present in solution. The 1H,15N correlation experiments are used to follow 
ligand titration experiments by NMR and in general provide valuable information on binding 
surfaces, affinity, stoichiometry and competition/cooperativity [129, 130] (Figure 4). The 
cooperativity of the Sxl-Unr-msl-2 complex is also documented by ITC data, which revealed that 
the RNA binding affinity is greatly increased in the ternary complex (15 nM) (Figure 5G) 
compared to the binary RNA interaction between RNA and Sxl alone (200 nM) [97]. ITC 
provides detailed information about interaction stoichiometries. The results were fully consistent 
with the stoichiometries obtained from SLS.  

Note that, while Sxl is known to bind to uridine-rich RNA elements in the regulation of splicing in 
the nucleus, the additional binding of the Unr CSD to an extended cis regulatory RNA motifs, 
enables the same protein to participate in the regulation of mRNA translation in the cytoplasm. 
As exemplified here, cooperativity of multiple domains is expected to play important roles for the 
RNA recognition and functional activity of multi-domain RBPs that use tandem or higher-order 
arrangements of RBDs either to increase affinity or specificity [92, 173, 177-180].  

3.2 Dynamic shifts of domain arrangements regulate RNA binding by U2AF 

Dynamic assembles of multiple RBDs can play critical roles for the regulation of RNA 
interactions as the will organize hierarchical binding, functional switches and thus provide an 
additional level of RNP regulation.  

The U2AF heterodimer comprising the large 65 kDa subunit of U2 auxiliary factor, (U2AF65) 
and the small 35 kDa subunit (U2AF35) plays an essential role for the recognition of linear, 
single-stranded cis regulatory RNA elements at the 3’ splice site. U2AF65 binds to a poly-
pyrimidine-tract (Py-tract) and U2AF35 is thought to recognize the YAG motif at the 3’ splice 
site. Structural studies of the U2AF65 tandem RRMs have been performed using 
crystallography and NMR in presence and absence of RNA [90, 91, 181, 182]. NMR analysis of 
the RRM1,2 tandem domains revealed that the domain arrangements of the two RRM domains 
are drastically different in the absence and presence of RNA [90] (Figure 6A). Therefore, 
domain arrangements in U2AF were probed using NMR paramagnetic relaxation enhancement 
(PRE) data which provide long-range distance restraints [13, 90]. PREs lead to line-broadening 
of NMR signals depending on proximity (up to 20Å) to the paramagnetic nitroxyl spin label used 
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[13, 158] and thereby efficiently report on spatial arrangements of domains or subunits in 
multidomain proteins and complexes. For U2AF65, PRE data revealed a conformational switch 
of the protein from a closed form (free) to an open conformation (RNA bound) (Figure 6A). The 
equilibrium between the active and inactive conformations is shifted depending on the overall 
binding affinity (Py-tract “strength”) of a given RNA ligand, which was determined by ITC [90]. 
The population shifts were also detected based on NMR chemical sift perturbation data (Figure 

6B). These data show that for a weak Py-tract RRM1 has little contribution to RNA binding, 
while for strong Py-tracts both domains contribute. In fact, the fraction of open conformations in 
this dynamic equilibrium is a direct measure of the Py-tract strength that quantitatively correlates 
with the splicing efficiency of the intron harboring the Py-tract [92]. Note, that the dynamic 
equilibrium of domain arrangements and its modulation by RNA binding was not possible to 
detect by crystallographic studies.  

Interestingly, SAXS analysis of the free and bound forms revealed that the apo U2AF65 
RRM1,2 tandem domains do not only adopt a single closed conformation (as was indicated by 
the PRE data) but sample a range of domain arrangements, including some where the two RRM 
domains are not interacting [91]. The conformational dynamics of U2AF65 domains has been 
recently confirmed using FRET experiments [93] (Figure 6C). FRET data revealed that the 
dynamic switching is faster than milliseconds, fully consistent with NMR data. The example of 
RNA recognition by the U2AF heterodimer exemplifies the role of conformational dynamics in 
the regulation of RNA binding and functional activity (pre-mRNA splicing). Analysis of these 
complex mechanisms requires an integrated approach that combines various solution 
techniques, i.e. NMR, small angle scattering and FRET with crystallographic data and only 
thereby enables the full qualitative and quantitative description of the internal dynamics. 

3.3 Identification and recognition of RNA stem-loop structures 

Compared to linear RNA motifs the identification of structured RNA motifs provides an additional 
layer of complexity. In vivo, such stem-loops can be formed from regions that are distal in 
sequence. Eventually their recognition is triggered by conserved shape and not sequence which 
complicates a genome-wide search for motifs. In the daily lab routine, work on structured RNAs 
requires the permanent control of the native RNA fold during experiments. 

The multi-domain protein Roquin (Figure 7) represses mRNAs of proteins that mediate 
differentiation of follicular T helper cells [25-27, 183-186] and thereby antagonizes 
autoimmunity. How the recognition of cis regulatory RNA elements in the 3’ UTRs of target 
genes contributes to this function has long been unknown, although a consensus Roquin target 
RNA stem-loop had been presented in 2013 [187].Only recently, a number of structural studies 
from our and other labs have revealed the molecular details and specificity of RNA binding by 
Roquin [25, 27-30]. To do so, we decided to map the ROQ domain by limited proteolysis 
(Figure 7A) [25] as sequence analysis did not reveal a clear RNA binding domain in Roquin. 
Roquin binds the constitutive decay element, CDE, a previously described RNA stem-loop 
element, the secondary structure of which was confirmed with NMR spectroscopy (Figure 7B) 
by us and others [25, 188]. We successfully crystallized this novel RBD type alone and in 
complex with CDE RNA. Although a dimeric complex is observed in the crystal, a 1:1 
stoichiometry of different ROQ domain length versions with RNA was determined in solution 
based on SLS and SAXS data indicating the need for solution-based methods in the validation 
of native states. For the ROQ-CDE interaction, NMR data showed that complex formation leads 
to a stabilization of both the ROQ domain (NMR relaxation data) and of the CDE RNA base 
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pairing [25]. Nevertheless, an NMR study of the free CDE RNA by the Carlomagno group 
indicated that the overall structure of the characteristic CDE RNA tri-loop is partially pre-formed 
in the free RNA [188]. These results underline the power of solution NMR to identify native state 
intra- and intermolecular dynamics, which is not detectable with other methods. 

While the CDE motif had been described earlier as a RNA ligand of Roquin [187], SELEX 
experiments had also identified a novel sequence motif that resembles a U-rich hexa-loop, 
named “alternative decay element” (ADE, Figure 7C, D) [26]. This was consistent with structural 
analysis of the ROQ-CDE RNA interaction which indicated that also extended loops can be 
tolerated by the ROQ domain (Figure 7E). This suggested that RNAs with a relaxed consensus 
can be targeted by Roquin. Bioinformatic analysis of enriched motifs in the SELEX data based 
on deep sequencing data, consideration of sequence conservation and motif-based sequence 
analysis suggested the existence of an ADE element in the Roquin target Ox40 mRNA. 
Quantitative binding affinities of ROQ with various RNA stem-loops were determined using 
surface plasmon resonance (SPR) experiments. The contribution of individual nucleotides in the 
RNA stem-loops for Roquin binding was then assessed by replacing individual nucleotides and 
performing comparative EMSA analysis. These data helped to define specific features of ROQ 
interactions with CDE tri- or ADE hexa-loops, which was experimentally demonstrated by crystal 
structures of ROQ with CDE and ADE RNAs (Figure 7E). A final validation of these structural 
and biophysical data was obtained in cellular assays to probe for the additive functional roles of 
the CDE and ADE in 3’UTRs for gene expression, mRNA decay and the effect of endogenous 
levels of mutant Roquin for the presence of Ox40 on the cell surface (not shown). Altogether, 
the combination of biochemical, biophysical and structural methods was important to obtain a 
comprehensive picture of the mechanisms of Roquin-RNA interactions. Future studies will need 
to unravel the role of multiple domains in Roquin for the recognition of RNA [27, 99]. 

3.4 Integrated structural biology of macromolecular RNP complexes 

A special challenge to structural biology is given by macromolecular RNP machineries due to 
their size and complexity. Thus, the integration of multiple strategies that provide structural data 
is an unavoidable path to follow.  

Recent advances in cryo-EM have allowed us to obtain structural data of macromolecular RNP 
complexes approaching atomic resolution. One such complex is the Tetrahymena telomerase 
holoenzyme, a 500 kDa ribonucleoprotein that extends the telomere DNA at the 3’ ends of linear 
chromosomes. An almost complete atomic picture of a functional telomerase has been obtained 
by fitting high-resolution crystal and NMR structures into a 9 Å Cryo EM map (Figure 8A) [135]. 
This “classical approach” is a prime example of integrating high-resolution structures into low-
resolution maps, where either of them contributes the information that is missing from the other 
approach. Notably, a relevant combination of crystallography and NMR structural data with cryo-
EM allowed interpretation of the cyro-EM map.  

A combination of solution techniques was recently presented by the Allain lab [148]. By 
including long-distance restraints measured with EPR (electron paramagnetic resonance) 
spectroscopy they were able to determine a structural model of the RsmZ/RsmE complex using 
multiple samples with double spin-labeled RNAs (Figure 8B) [85]. This study shows that with 
prior optimization of the system the combination of local restraints from NMR and long-distance 
restraints from EPR is a useful method to determine high-MW structures in the native solution 
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environment. Moreover, EPR (and NMR) also indicated the presence of multiple conformers, 
which usually prohibits the structure determination in the crystalline or cryogenic states. 

An excellent example for the combination of high-resolution structures and their fit into a global 
shape is given by the Box C/D methylation complex that resembles a 390 kDa RNP 
holoenzyme. (Figure 8C). Here, individual crystal structures of proteins and the RNA structure 
are used as input for the calculation of the complete complex arrangement. The conformational 
space is restricted by SAXS/SANS derived shapes [145]. Lapinaite et al. also include restraints 
from PREs using methyl probes in ILV-labelled samples on an otherwise deuterated 
background. The final structural model yields an overall precision of less than 5Å. Albeit, not all 
details of the macromolecular complex can be resolved, the study also provided a nice 
application of NMR to characterize the methylation reaction.  

Finally, H/D exchange data can be provide information about local stability and dynamics. This 
has been used in an integrative study by Hurley and colleagues [171] who reported the structure 
of HIV-1 Tat in complex with HIV-1 TAR RNA and proteins of the human superelongation 
complex which is hijacked by Tat. Besides RNA SHAPE, SAXS and a low-resolution crystal 
structure H/D exchange and mass spectrometry data were used to to analyze the stabilization of 
one protein component in dependence of RNA (Figure 8D). Altogether the present a very 
conclusive and cross-validated structure that fulfills previous knowledge of affinities between the 
components. 

 

4. Outlook 

Ongoing technical and computational developments have facilitated the analysis of an 
increasing number of RNA-protein complexes with molecular details and spatiotemporal 
information.  

4.1 Open questions and challenges  

From a biological point of view we still find completely undiscovered RNP interactomes that 
have escaped systematic approaches so far. For example, evidence is mounting for a 
mentionable functional role of intrinsically disordered regions (IDRs) in RBPs, highlighted by 
recent studies that identify novel RNPs involving IDRs [21, 189]. Their importance is illustrated 
by the essential roles of unstructured regions [190] or complete intrinsically disordered proteins 
as exemplified by the Arg/Ser-rich protein nSR100/SRRM4 that acts as an essential splicing 
regulator in neural cell differentiation [191]. Nevertheless, it is difficult to detect such interactions 
by large-scale approaches and structural analyses of the corresponding protein-RNA 
interactions are challenging due to their conformational heterogeneity, intrinsic dynamics and 
flexibility. Interactions, moreover, often occur in a low-affine and transient manner which 
complicates their detectability. Low-affine interactions usually require a large excess of one of 
the binding partners for studies of the bound conformation in vitro. Adding to that, low-affine or 
low-specificity interactions of single RBDs are enhanced by cooperative binding of multiple 
domains to a more extended target RNA. The impact of functionally important flexible linkers will 
be followed with growing interest and renders NMR a unique tool for structural analysis.  
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On the other hand, the conformational flexibility and plasticity of RNA is a central factor for the 
recognition of RNA elements by RBPs, e.g. for mRNA cis regulatory element recognition by 
protein trans factors within 3’-UTRs. With this, a focus will have to be set on the spatiotemporal 
availability and stability of certain elements beyond their qualitative identification. In other words, 
we will have to understand the role of minor populated states of RNA elements for a fine-tuned 
regulation of RNP complex formation preferably in the cellular context. Al-Hashimi and 
coworkers have revealed a unique role of dynamics in RNA by identifying low-populated states 
in RNA structural elements [133, 192, 193] that contribute to the regulation of gene expression 
and signaling. Dynamics within RNA can complicate the analysis of particular protein-RNA 
interactions in cells, as it is difficult to trap a homogenous complex in vivo prior to isolation. NMR 
is a unique method to characterize and quantify dynamic processes and to identify low-
populated states in proteins and RNA [131, 194] beyond static pictures that derive from 
crystallography or cryo-EM. 

Mutually conformational changes of RNA elements and RBPs indicate that induced fit or 
conformational selection mechanisms can promote the formation of protein-RNA complexes [42, 
86, 195]. Presumably, we have only trapped a small portion of biologically relevant RNPs that 
undergo induced fit or conformational selection mechanisms. In many cases, the binding 
partners are dynamic and exhibit multiple interconverting conformations, which also sample the 
bound state. This suggests that conformational selection, linked to the presence of 
conformational dynamics, plays an important role in protein-RNA molecular recognition. 
Interestingly, protein-guided RNA dynamics can also drive co-folding during the assembly of 
RNP complexes. This may aid the recruitment of RBPs during early stages of ribosome 
formation [196] or the formation and recognition of riboswitches [197, 198]. Detecting dynamical 
features in RNAs, proteins and their RNPs requires solution techniques such as NMR, small 
angle scattering, or fluorescence spectroscopy, to complement structural analysis using 
crystallography, NMR and EM. The sampling of possible conformational states in proteins prior 
to RNA-binding is nowadays often simulated computationally (eventually guided by 
experimental restraints) [91, 167], and likely, this approach will be exploited more regularly in 
the future. 

4.2 Methodological advances 

To understand the big picture of biological process that involve RNP formation cryo-EM has 
evolved as a technique that can provide near atomic resolution information. Structures of large, 
rigid high molecular weight assemblies of RNP machines, such as ribosomes [199], the 
telomerase holoenzyme [135] or RNA polymerase II [200] are best determined using a 
combination of single particle cryo-EM methods and X-ray crystallography in the future. 
However, to understand the regulation and dynamics of these assemblies a combination with 
solution techniques such as NMR, EPR, SAXS/SANS and FRET will be required that can 
describe the structure and dynamical features of RNPs.  

Mass spectrometry related techniques also become an important method to aid in the 
determination of RNP assemblies. Ongoing technical developments in the field of native mass 
spectrometry facilitate the analysis of biomolecular (non-covalent) complexes and their 
interactions with high sensitivity in a short time. Here, usually electro spray ionization (ESI) is 
combined with time-of-flight (TOF) mass spectrometers and the structural integrity of sensitive 
biomolecular samples is maintained [201, 202]. An advantage is the simultaneous detection of 
multiple states which thus sheds light on dynamics and transitions. However, this technique 
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currently faces several limitations (suitable buffers, aggregating samples) but promises 
improvement and further applications in the future. Mass spectrometry analyzing H/D exchange 
(HDX or HXMS) makes use of different exchange rates of amide backbone protons depending 
on solvent accessibility or ligands bound [203]. It thus allows to analyze conformational 
changes, ligand binding and low resolution structural information when combined with 
proteolysis. Current efforts focus on the application of HXMS to membrane proteins [204]. Most 
promising, mass spectrometry can be combined with cross-linking [205, 206]. Thereby the 
conformations of biomolecular complexes are trapped and can be subsequently analyzed by 
classical MS. This allows analyzing both in vivo and in vitro trapped complexes and yields 
further structural information in a way as crosslinks can be implemented as restraints in the 
definition of a conformational space. Besides that, in vivo assays can be used to identify novel 
targets [207]. Mass spectrometry thus offers future possibilities to further address thriving 
questions regarding both dynamics and high molecular weight complexes. 

In conclusion, a comprehensive picture of molecular principles of RNPs requires the description 
of the structure and dynamics of protein-RNA recognition by combining static X-ray and cryo-
EM structures with information about conformational dynamics that plays essential roles for the 
assembly and regulation of RNPs.  
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Figure legends 

Fig. 1. Workflow for the identification and characterization of protein-RNA interactions. A) 
The coding sequence (CDS) in a pre-mRNA transcript is usually embedded in a short 5’-UTR 
and a more complex 3’-UTR. Linear or structured cis regulatory elements are recognized by 
trans-acting RNA binding proteins. B) Identification of RNA targets and their cognate RNA 
binding proteins (see Fig. 2) is a prerequisite for structural and mechanistic studies of an RNP. 
C) Biochemical, biophysical and structural biology techniques provide complementary 
information to characterize molecular features of an RNP in vitro. Information from high-
resolution structural analysis of the RNP is confirmed by functional studies using in vivo assays.  

Fig. 2. Identification of minimal RNA and protein binding regions. A) Computational, 
bioinformatic and experimental methods can be used to define the boundaries of an RNA 
binding domain in a full-length RBP. Note, that the given sources do not well include RNA-
binding IDRs of a protein as those will normally escape experimental approaches and 
computational predictions of a domain.  B) Identification of RNA target motifs that are 
recognized by an RBP. Top, molecular biology allows to identify a functionally important RNA 
region by deletion mapping. A reporter gene assay is used to obtain a functional readout. The 
RNA region identified is then subject to further structural and biophysical studies. Bottom, the 
secondary structure and surface accessibility of folded RNAs can be experimentally analyzed 
with chemical probing methods. Here, SHAPE identifies regions of non-paired and/or dynamic 
nucleotides. Combined with computational analysis structures of RNAs can be predicted from 
both in vitro and in vivo SHAPE. C) Broad-scale investigations of RNP complexes to define 
interaction sites. Top, CLIP approaches are used to crosslink an RBP to genome-wide RNA 
targets, followed by sequencing and bioinformatics analysis of the cross-linked RNA sequences 
to yield consensus binding motifs. Bottom, SELEX is widely applied to systematically enrich and 
identify high-affinity RNA ligands for an RBP. Bioinformatic analysis identifies linear consensus 
motifs and predicts the potential presence of structured motifs. The identified motifs can then be 
mapped on a genome-wide scale.  

Fig. 3. Mechanistic features of protein-RNA recognition. A) Examples for the recognition of 
linear RNA motifs by tandem RBDs are shown. These can act independently or present a pre-
formed rigid tandem RBD arrangement, which can cause looping of a single-stranded RNA 
ligand. B) Cooperativity of multiple RBDs enables the formation of high affinity and specific 
RNPs (see Fig. 4 for an example). This can involve avidity effects due to multivalent 
interactions. In a multi-domain RBPs one of the RBDs (for example a zinc finger domain) with 
low RNA binding affinity and specificity can promote sliding along a linear RNA to help 
identifying a high-affinity RNA motif to be specifically recognized by a second RBD. C) 

Conformational dynamics of RNA and/or protein components of an RNP often contributes to the 
formation of an RNA-protein complex. The conformational changes can mechanistically involve 
(mutually) induced fit or conformational selection mechanisms. D) RNP dynamics can involve 
RBD sliding along ssRNA or dsRNA molecules (top), mainly implying a lack of sequence 
specificity. 

Fig. 4. NMR tools to determine RNA folding and RNP complex formation. A) Schematic 
drawing of a one-dimensional imino proton spectrum. Visible imino signals indicate the 
presence of hydrogen-bonding and thus base-pairing in a structured RNA. The experiment is a 
direct readout for RNA secondary structure. B) Imino signals (only detectable in base pairs) that 
are affected by the binding of an RBP experience changes in chemical shifts and/or line-widths 
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and thus report about the binding site on the RNA. C) Schematic drawing of a 1H,15N correlation 
experiment in proteins which provides one correlation cross peak per amide proton and thus 
amino acid. Titration of RNA into a 15N-isotope-labeled protein sample yields chemical shift 
perturbations at the site of interaction and thus allows for mapping of the RNA-protein interface. 
Both experiments yield complementary residue-resolved information about the protein-RNA 
interface in an RNP. 

Fig. 5. Cooperativity during RNA recognition by multiple RBDs. A) The msl-2 RNA is only 
present in male animals as it is required for dosage compensation for the lack of one X 
chromosome. It has been shown to form a trimeric complex with tandem RRMs from SXL and a 
Unr CSD. B) SLS is used to validate the complex MW and homogeneity, and thus stoichiometry 
of the complex. Here, the predominant 1:1:1 fraction was used for structural studies.  C) The 
graph on the left shows SANS data for the ternary SXL-CSD1-RNA complex (adapted from 
[97]). A SANS derived sphere model shows density for SXL (green) UNR-CSD1 (blue) and RNA 
(magenta), providing low-resolution information on the relative position of individual subunits. D) 

SAXS data confirm the overall shape of the SANS derived model in C. Shown is the overlay of 
an experimental curve (blue) with the theoretically back-calculated curve obtained from the 
crystal structure (red). The χ2 value reports about an excellent fit. E) Crystal structure of the 
ternary complex reveals the atomic details of the SXL-Unr-msl2 complex. The triple zipper 
region is indicated. F) 1H,15N correlation protein NMR spectra reveal the cooperativity in binding 
of SXL and Unr to msl-2 as indicated by the two residues located in the Unr CSD. Colors are: 
CSD alone, blue; CSD+RNA, red; ternary complex, green. Arrows indicate trajectories of 
chemical shift changes and show that residues are differently affected by the subsequent 
titration of SXL RRMs and msl-2 RNA to the Unr CSD. G) ITC measurements dissect binding 
contributions from the two proteins and confirm the 1:1:1 stoichiometry. Shown is the titration of 
SXL RRMs to a pre-formed complex of Unr CSD with RNA. 

Fig. 6. Dynamic shifts of domain arrangements during linear-motif-recognition by tandem 

RRMs. A) NMR PRE experiments have been used to reveal different domain arrangements of 
U2AF65 RRM1-RRM2 alone (left panel, the spin label affects both domains in the closed 
conformation) or in complex with U9 RNA (right panel, only RRM2 is affected in the open 
conformation). The green dot represents the spin label with its affected sphere. Distances are 
translated into a scale between 0 (minimum) and 1 (distal, unaffected). B) NMR titrations show 
that strong (U9) or weak (U4A8U4) RNA ligands will provoke different CSPs illustrating different 
contributions of RRM1 and RRM2. While U9 RNA clearly involves binding to both RRMs in an 
open conformation, U4A8U4 RNA shifts the conformational equilibrium between open and 
closed states only partially as indicated by reduced CSPs observed for RRM1. C) In line with 
NMR data, FRET measurements reveal open, closed and a dynamic intermediate state (with 
subpopulations of the open and closed conformations) of the U2AF65 RRM1,2 arrangements 
depending on the presence of no (grey), weak (blue) or strong (red) RNA ligands. The dashed 
lines indicate reference positions for the fully open or closed states, respectively. The FRET 
fluorophores (green and red labels) were attached pairwise with one moiety at each RRM. 
Shorter distances between them will increase the FRET efficiency. The panel is adapted from 
[93]. Panels A and B are adapted from [90]. 

Fig. 7. Integrated approach to identify and characterize Roquin-RNA stem-loop 

interactions. A) Identification of the two protease-protected globular RNA-binding protein 
fragments from an N-terminal Roquin fragment resembling the core and extended ROQ 
domains, respectively, by limited proteolysis [25]. The arrow indicates the fragment that has 
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been used in later NMR and crystallographic studies. B) The secondary structure of the CDE 
stem-loop, a known target of Roquin, is confirmed by imino NMR spectra [25]. Red bars 
between bases in the scheme represent detectable H-bonds. Visible G and U bases are 
numbered. Dashed lines in the spectrum indicate the ‘imino walk’ based on cross peaks 
between neighboring H-bonds. C) SELEX was used to identify a novel ROQ target sequence 
[26] termed ADE, which resembles a U-rich hexa-loop RNA hairpin. D) The secondary structure 
of the novel ADE stem-loop is confirmed by imino NMR spectra analogously to the CDE in panel 
B. E) Comparison of ROQ-RNA stem-loop co-crystal structures with the novel ADE or the CDE 
motifs. The closing base-pairs of the RN hairpins are annotated; the unpaired loop bases are 
shown in comparison. 

Fig. 8. Integrated structural biology approaches applied to macromolecular RNP 

complexes. A) Cryo-EM map of the Tetrahymena telomerase holoenzyme complex (Electron 
Microscopy Data Bank accession number EMD-6442). The panel is adapted from reference 
[135] with permission from the original publisher. Individual high-resolution structures obtained 
from X-ray crystallography and NMR are modelled into the map. With this, a global picture of the 
complex is created while either method alone does not sufficiently report about the arrangement 
of proteins and RNA. The structure -albeit still incomplete- allows deriving detailed mechanisms 
of the enzyme action at the atomic level. B) Example for the combined use of local and long-
distance restraints in solution-based methods. While local restraints (up to 6 Å) are obtained 
from NOEs in NMR NOESY spectra (here within protein monomers), EPR yields restraints of up 
to 100 Å and is thus well-suited for RNAs up to 100 nts in size. In this study different pairwise 
spin-labelled RNAs have been used to obtain distance restraints within the triple-homodimeric 
RsmE bound to RsmZ RNA. Both methods together provide a useful mixture of restraints 
obtained in solution. EPR also allowed to confirm the presence of two conformations, which 
makes it ideally complementary to NMR. The shown structure refers to PDB entry 2MF1 [147]. 
C) Method integration for the structure determination of the apo-box C/D methylation complex. 
While SAXS/SANS data were used to restrict the conformational space a de novo complex 
structure determination was undertaken based on individual protein start structures (L7Ae, 
fibrillarin and the Nop platform consisting of two copies in light and dark grey, respectively) and 
a set of distance restraints between them from PRE experiments using state of the art isotope 
labelling (see arrows for examples). The dimeric RNA arrangement was determined with SANS 
measurements. Notably, NMR has also been used to visualize the RNA methylation event. The 

PDB code is 4BY9; the panel has been adapted from [145] with permission from the original 
publisher. D) The combination of SAXS with a low-resolution X-ray structure, H/D-exchange 
coupled to mass spectrometry and RNA SHAPE has been used to determine the structure of 
the HIV-1 Tat protein (red) bound to TAR RNA (green) and the human proteins CDK9 (blue), 
AFF4 (grey) and CycT1 (yellow). The PDB code is 5L1Z [171]. SHAPE yields information about 
the RNA stability in dependence of bound protein and thus its interaction with the complex. 
Quantification of H/D exchange data show that binding of RNA leads to the stabilization of 
adjacent fragments in AFF4 and CycT1.  
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Table 1. Biophysical techniques to probe RNA-protein interactions and/or additional interactions 
with small molecules in vitro (see references for further reading or example studies in brackets) 

 
 

Method 

 

Information 

 

Observation 

 

Pros 

 

Cons 

Isothermal titration 
calorimetry (ITC) 

[208, 209] 

KD, stoichiometry, 
thermodynamic 
parameters 

measures heat 
production complex 
formation in a titration 
experiment  

direct measurement of 
reaction heat, multi-
parameter fit, multiple 
binding transitions 
visible 

not suitable for dynamic 
RNAs, sample stirring, 
requires relatively large 
sample amounts, needs 
change in net enthalpy, low 
throughput, some buffer 
limitations 

Surface plasmon 
resonance (SPR) 

[26, 210] 

kon, koff, KD detects changes of 
refractive index during 
binding 

different ligands can be 
tested simultaneously 
with one chip, low 
sample amount 
needed, all affinity 
ranges 

surface binding, needs 
immobilization of RNA or 
protein (can interfere with 
binding), high-affinity bias, 
artefacts from mass 
transport 

Fluorescence 
anisotropy and 
rotational correlation 
spectroscopy 

[211] 

KD measure 
fluorescence- 
changes linked to 
rotational diffusion 

High-throughput 
possible 

needs active groups without 
overlap in absorption, 
significant increase in mass 
is needed, dye might 
interfere with binding 

Electromobility shift 
assay (EMSA) 

[42, 112] 

KD, (complex 
stoichiometry) 

measures change in 
electrophoretic 
mobility in PAGE 

multiple, stepwise 
binding observable, 
very low concentrations 
needed, only relative 
KDs are reliable 

usually radioactive or 
fluorescent labelling 
needed, not suitable for low 
affinities, large RNAs 
difficult to quantify 

Filter binding assay 
(FBA)[212-214] 

 

KD or relative affinity 
in multiple setup, 
eventually kon/koff-
rates 

detects absorption of 
formed RNP complex 
on cellulose filter 

suitable for screening 
multiple RNA ligands, 
low sample amount 

prone to unspecific 
interactions with filter, 
radioactive labelling needed 

Microscale 
thermophoresis 

[215, 216] 

KD, stoichiometry, 
homogeneity 

change in motion of 
molecules in 
temperature gradient 

possible for very small 
ligands, native-like, 
multiple binding sites, 
cooperativity 

needs fluorescent labels for 
RNP complex 
measurements 

Analytical 
ultracentrifugation 

[217] 

stoichiometry (KD), 
multiple sample states 

sedimentation very accurate, 
distribution of multiple 
complex states in 
equilibrium  

needs ultracentrifuge 

Thermal shift assay 

[218, 219] 

melting point, 
complex stability 

measures melting 
points by detection of 
hydrophobic patches 
induced by thermal 
unfolding 

precise, cheap, HT 
possible, suitable for 
buffer screen 

difficult for simultaneous or 
multiple unfolding events, 
requires labeling or good 
sensitivity w/o labeling 

Förster resonance 
energy transfer 
(FRET) 

[196, 220] 

dynamics, distances, 
populations 

measures FRET 
efficiency 

ideal for domain 
motions, dynamic 
systems, to detect 
multiple conformations 

needs fluorescent dye 
labels, which are bulky and 
hydrophobic and can 
interfere 

Static light scattering 
(SLS) 

[221] 

molecular weight, 
stoichiometry 

measures refractive 
index 

easy, precise, usually 
includes integrated 
purification 

only for medium / high affine 
complexes 



  

38 
 

Dynamic light 
scattering (DLS) 

[221] 

molecular weight, 
stoichiometry, melting 
point 

uses light scattering 
of molecules 

easy, can detect 
multiple species 

needs very pure samples, 
otherwise misleading 

Circular dichroism 
(CD) 

[222] 

secondary structure, 
bending of RNA/DNA 
helices, melting points 

detects structural 
alignments of chiral 
features, i.e. 
secondary structure in 
proteins 

fast and easy, folding 
transitions can be 
monitored 

only global effect of sample 
can be measured 
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- We illustrate methods to study the structure and dynamics of protein-RNA complexes. 

- The identification and principles of protein-RNA complex formation are summarized. 

- Their various challenges for structural and mechanistic studies are discussed. 

- We provide examples for the successful integration of methods to study RNPs. 

 

 

 


