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SUMMARY

Activation of immune cells results in rapid functional
changes, but how such fast changes are accom-
plished remains enigmatic. By combining time
courses of 4sU-seq, RNA-seq, ribosome profiling
(RP), and RNA polymerase II (RNA Pol II) ChIP-seq
during T cell activation, we illustrate genome-
wide temporal dynamics for �10,000 genes. This
approach reveals not only immediate-early and post-
transcriptionally regulated genes but also coupled
changes in transcription and translation for >90%
of genes. Recruitment, rather than release of
paused RNA Pol II, primarily mediates transcriptional
changes. This coincides with a genome-wide tempo-
rary slowdown in cotranscriptional splicing, even for
polyadenylated mRNAs that are localized at the
chromatin. Subsequent splicing optimization corre-
lates with increasing Ser-2 phosphorylation of the
RNA Pol II carboxy-terminal domain (CTD) and acti-
vation of the positive transcription elongation factor
(pTEFb). Thus, rapid de novo recruitment of RNA
Pol II dictates the course of events during T cell
activation, particularly transcription, splicing, and
consequently translation.
INTRODUCTION

In immune responses, extremely rapid and severe changes in

gene expression and functional properties take place within acti-

vated cells of the immune system. For instance, �800 genes are

upregulated within 2–3 hr after macrophage activation, as

demonstrated by genome-wide gene expression studies (Bhatt

et al., 2012; Eichelbaum and Krijgsveld, 2014). Cells of the adap-

tive immune response, such as T helper cells, can be similarly

activated and quickly reprogramed in their gene expression
This is an open access article under the CC BY-N
repertoire. Naive T helper cells differentiate from a quiescent

state into different mature effector states (Zhu et al., 2010). Dif-

ferentiation occurs in secondary lymphoid tissues through an

interaction with dendritic cells presenting antigens, leading to

clonal expansion of antigen-specific T cells (Murphy and Reiner,

2002). This process takes many hours, even up to 2 days,

requiring cell division and changes in chromatin conformation

(Agarwal and Rao, 1998). Mature T helper cells then become fully

activated upon a second encounter with the antigen, after which

they rapidly induce expression of various ligands and receptors,

as well as extensive production of cytokines and chemokines.

For instance, the pool of cytokines and receptors that define T

helper 1 (Th1) cells consists of interferon g (IFNg), interleukin-2

(IL-2), tumor necrosis factor (TNF), CCR5, and CCR3 (Szabo

et al., 2003; Wang et al., 2015). Their activation results in recruit-

ment and activation of macrophages and B cells, leading to a

systemic antigen-driven immune response (Asano et al., 1982).

Classically, studies on gene regulation in the immune system

are centered on epigenetic and transcriptional regulation

(O’Shea, 2015; Singh, 2014; Smale, 2014). However, within the

last few years, various studies revealed posttranscriptional

mechanisms that control splicing, translation, and/or mRNA sta-

bility in immune cells (Anderson, 2008; Ansel, 2013; Carpenter

et al., 2014; Piccirillo et al., 2014). Particularly in the context of

Th1 effector cell activation, translational control mechanisms

have been proposed to play a role in regulating cytokine produc-

tion (Chang et al., 2013; Scheu et al., 2006). Despite this interest

in these different gene regulatory programs, existing studies

focus only on individual mechanisms and lack a global, dynamic,

and comparative analysis among the different levels of regula-

tion. Therefore, the global course of action during immune

effector cell activation, ranging from transcriptional to posttran-

scriptional events, remains enigmatic.

To visualize the flow of transcriptional, as well as posttran-

scriptional regulation during Th1 effector cell activation, we per-

formed a global time series experiment using 4-thiouridine

sequencing (4sU-seq), total RNA sequencing (RNA-seq), and

ribosome profiling (RP). 4sU-seq combined with total RNA-seq

allows quantification of de novo transcription, turnover, and
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splicing during defined intervals of cellular responses (Rutkowski

et al., 2015; Windhager et al., 2012), while RP allows quantifica-

tion of translational activity (Ingolia et al., 2012). We tracked real-

time regulation for �10,000 protein-coding genes, calculated

translation and turnover rates, identified gene clusters that

differed in speed and magnitude of regulation, and identified

some genes that are posttranscriptionally regulated. However,

transcription and translation were generally highly coupled,

and distinct clusters mostly reflect differences in transcriptional

regulation. Surprisingly, chromatin immunoprecipitation se-

quencing (ChIP-seq) with RNA polymerase II (RNA Pol II) re-

vealed that for many genes, including immediate-early genes

(IEGs), de novo recruitment of RNA Pol II, rather than release

of paused RNA Pol II, promotes rapid upregulation. This recruit-

ment of RNA Pol II coincides with a drop in global cotranscrip-

tional splicing rates within the first hour of activation, even for

transcripts that are already polyadenylated but remain at the

chromatin. This is later overcome, correlating with an increased

activation of the positive transcription elongation factor (pTEFb)

a progressive shift from Ser-5 toward more Ser-2 phosphoryla-

tion of the carboxy-terminal domain (CTD) of RNA Pol II, and

its increased binding to the cotranscriptional splicing factor

U2AF65.

In summary, our study not only reveals the genome-wide

course of events during a T helper response but also suggests

amodel in which rapid de novo recruitment of RNA Pol II dictates

changes in transcription, which consequently lead to coupled

changes in translation.

RESULTS

Genome-wide Real-Time Analysis Displays the Course
of Events during a T Cell Response
To follow transcriptional and posttranscriptional regulation, we

performed 4sU-seq, total RNA-seq, and RP in a time series

experiment during Th1 effector cell activation. We activated fully

differentiated Th1 cells and labeled them with 200 mM 4-thiouri-

dine (4sU) in 1 hr intervals (Figure 1A). Although 4sU labeling can

influence cellular processes, such as rRNA synthesis (Burger

et al., 2013), this experimental setup induced neither nuclear

or cytoplasmic stress nor apoptosis, as tested for p53 or

phospho-EIF2a in western blot analysis, respectively (Fig-

ure S1A–S1C) (Burger et al., 2013; Kedersha et al., 1999). We

restricted the experiment to the first 4 hr of activation, because

IFNg levels decreased again after 4 hr (Figure S1D). A biological

repeat of 4sU RNA, total RNA, and RP was performed for 0, 1,

and 4 hr (Figure S1E), revealing similar read coverage and highly

correlated expression values (quantified as FPKM [fragments

per kilobase of exons permillionmapped reads], rank correlation

> 0.94) (Figure S1F). Analysis of changes in de novo transcription

(using 4sU RNA) and translation (using RP) was performed for

9,420 protein-coding genes with FPKM > 1 for at least one

time point in 4sU RNA, total RNA, and RP each (Table S1). In

addition to standard normalization by numbers of mapped frag-

ments, we performed normalization to �3,400 housekeeping

genes (Figure S2A) (Eisenberg and Levanon, 2013). Before this

additional normalization, median fold changes of housekeeping

genes varied slightly across time points without any consistent
644 Cell Reports 19, 643–654, April 18, 2017
trend toward either up- or downregulation (Figure S2A). Thus,

we considered these variations experimental artifacts and cor-

rected for them.

This experimental setup allows a comparative analysis of

regulation in speed and magnitude on the level of transcription

and translation for �10,000 genes during the Th1 cell response

(Figure 1B). Most of the top upregulated genes after 1 hr of acti-

vation were initiators of the immune response, inflammatory

cytokines, and chemokines (e.g., Ifng, Il2, Il3, Tnf, andCcl4) (Fig-

ure 1C), but they also included some negative regulators of the

immune response, such as Bcl3 and Socs family members (Fig-

ure S2B; Table S2).

Hierarchical cluster analysis for upregulated genes (1,185

genes > 2-fold upregulated until 4 hr in at least two consecutive

time points) based on fold changes in de novo transcription (4sU

RNA) and translation (RP) at 1, 2, and 4 hr (Figure S2C) identified

gene-specific differences in upregulation. The six largest clus-

ters, representing�95%of upregulated genes, are shown in Fig-

ure 1D. Essentially, we observed three distinct types of behavior:

(1) an immediate-early response, marked by a sharp increase in

expression followed by a decrease or plateau (clusters 3 and 5);

(2) a secondary response, marked by a more gradual increase in

expression and varying delays between de novo transcription

and translation (clusters 1, 2, and 4); and (3) a group of genes

with mild transcriptional regulation but some translational upre-

gulation (cluster 6). Example genes for each cluster are illus-

trated in Figure 1E. Cluster 5 contains several immunological

genes, such as Ifng, Fos, JunB, and Il3, that have been previ-

ously suggested as immediate-early genes (IEGs). We thus hy-

pothesize that cluster 5 genes generally represent IEGs, many

of which have not been studied in the context of a T cell response

so far, e.g.,Nedd9 and Spin1. Functional enrichment analysis for

all clusters (Figure 1F; Table S3) (Huang et al., 2009) identified

cytokine activity as significantly associated with cluster 5 but

also with cluster 2 (containing, e.g., Il2 and Irf4). Cluster 3, which

also represented an immediate-early response, likewise con-

tained a number of immunologically important genes, such as

Traf1/4, Irf8, orBatf, but was only functionally enriched for recep-

tor proteins.

Hierarchical clustering was also performed for 1,574 downre-

gulated genes (Table S4). We confirmed downregulation for

exemplary genes with qRT-PCR after spiking in GFP plasmids

that remained episomal (Figure S2D). Cluster analysis identified

four major clusters, with most genes (�78%) belonging to

cluster 1 (Figure S2E). We again observed three types of behav-

iors: (1) an early response in de novo transcription (cluster 3), (2) a

continuous downregulation on the transcriptional and transla-

tional levels (cluster 1), and (3) amild downregulation on the tran-

scriptional level but some translational regulation (cluster 2 and

4) (Figure S2F). Some interesting genes are highlighted that

have not been studied in the context of T cell effector function,

e.g., some transcription factors, RNases, and CCCH-type Zinc

finger genes (Figure S2G).

Global Coupling of Transcriptional and Translational
Regulation
To further investigate the extent of posttranscriptional regulation,

we first compared global translation rates (FPKM in RP versus
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Figure 1. Gene Responses Differ in Speed and Magnitude on the Transcriptional and Translational Levels

(A) Experimental setup. Th1 cells were activated at t = 0 hr with anti-CD3 and anti-CD28 antibodies. 4sU labeling in 1 hr intervals (indicated by orange arrows),

followed by sequencing (4sU-seq; orange asterisks), was performed during the first 4 hr of activation. RP (purple asterisks) and sequencing of total RNA (black

boxes) were performed at indicated time points.

(B) Model shows the level of gene regulation in activated T cells that can be analyzed with the experimental setup explained in (A).

(C) Mapped RP reads (log scale) for Ifng, Ccl4, and Tnf at 0 and 1 hr after activation. Gene annotation is indicated below, with exons depicted as boxes (smaller

boxes are untranslated regions) and introns depicted as lines. For each time point, the range of read counts (y axis) is shown in square brackets.

(D) Hierarchical clustering of all upregulated genes based on log2 fold changes in de novo transcription (4sU RNA) and translation (RP) at 1, 2, and 4 hr upon

activation. Boxplots illustrating the distribution of log2 fold changes for the six largest clusters are shown, and the number of genes in each cluster is indicated in

brackets.

(E) Fold changes over time of representative genes for each cluster. Colors are the same as for the respective cluster in (D).

(F) Enrichedgeneontology (GO) terms (p<0.001) andproteinkeywords (fromSwissProtandProtein InformationResource [PIR]) for the functional enrichmentanalysis

performed with DAVID are shown for each cluster, ordered according to their enrichment value. Redundant terms were removed with DAVID’s clustering option.
FPKM in total RNA) between time points (Table S1). Although

genes varied considerably in translation rates, e.g., Sike1,

Gata3, Actb, and Ifng (Figure 2A) and we observed a slight shift

at 1 hr in replicate 2 (Figure S3A), there was no evidence for

global changes in translation rates at any other time (Figures

2B andS3B). This included Ifng, for which translation rates hardly

changed (Figure S3C). Furthermore, 4sU RNA and RP, as well as

total RNA and RP, were highly correlated across the time course

for Ifng (>0.89 and >0.96, respectively). FPKM values from

sequencing were confirmed by quantifying Ifng mRNA levels

with qRT-PCR and IFNg protein levels with intracellular fluores-

cence-activated cell sorting (FACS) staining (Figure S3D). Other

major cytokines seemed to be similarly upregulated in a coupled

manner (Figure S3E).

A global correlation analysis of fold changes in 4sU RNA, total

RNA, and RP compared to non-activated cells showed a similar

trend (Figure 2C). Four hours after activation, fold changes in

translation were highly correlated to fold changes in both total
RNA (correlation 0.88) and de novo transcription (correlation

0.85). Correlation tended to be higher among different types of

measurements (4sURNA, totalRNA,orRP) at thesame timepoint

than for the same type of measurement at different time points.

Here, fold changes in total RNA tended to be smaller than fold

changes in 4sURNA (Figure 2D), whichmight be explained by dif-

ferences in RNA turnover, because changes in de novo transcrip-

tion take longer tomeasurably affect total RNA levels, particularly

if basal RNA turnover is low (Friedel et al., 2009). We quantified

RNA turnover in non-activated cells and correlated this to ratios

in fold changes of newly transcribedRNA to total RNA at 4 hr (Fig-

ure 2E), which showed a strong negative correlation (�0.58). In

particular, genes with low turnover (<5%) displayed higher fold

changes (>2-fold) in newly transcribed RNA than in total RNA.

Turnover rates for all regulated genes can be found in Table S1,

and representative examples are displayed in Figure 2F.

Analysis of turnover rates for our previously defined up-

and downregulated clusters found that upregulated clusters 3
Cell Reports 19, 643–654, April 18, 2017 645
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(A) Translation rates for selected genes at 0 hr.

(B) Scatterplot comparing translation rates be-

tween non-activated and activated (at 4 hr) Th1

cells (green line, equal fold changes; red line, 2-fold

changes).

(C) Global correlation analysis of fold changes

among all samples at all time points of newly

transcribed (4sU), total, and translated RNA (RP) for

9,420 protein-coding genes. Rank correlation is

indicated for each time point. The high correlation

at 4 hr between translated (RP) and total or 4sU

RNA, respectively, is highlighted with red boxes.

(D) Scatterplot comparing fold changes at 4 hr in

4sU RNA versus total RNA. Local regression fit

using locally weighted scatterplot smoothing

(LOWESS) and equal fold changes are indicated by

cyan and green lines, respectively.

(E) Scatterplot of RNA turnover rates against the

fold change observed in 4sU RNA at 4 hr compared

to the fold change in total RNA at the same time

point (cyan line, local regression fit estimated using

LOWESS).

(F) RNA turnover rates for selected genes.

(G and H) Distributions of RNA turnover rates for

each cluster of upregulated (G) and downregulated

(H) genes are represented as boxplots (horizontal

blue line, median RNA turnover rate over all genes).
and 5 with high coupling among 4sU RNA, total RNA, and trans-

lation showed significantly higher basal turnover (Figure 2G).

Similarly, differences between downregulated clusters 1 and 3

(Figure 2H) may be explained by differences in basal turnover.

For upregulated cluster 6 and downregulated clusters 2 and 4,
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translation outpaces alterations in both

4sU RNA and total RNA levels, suggesting

translational regulation of these 219 genes

during activation. Previously, regulation of

translational activity has been described

in the context of T cell activation by

mechanistic target of rapamycin (mTOR)

signaling-mediated phosphorylation of

4E-BP1 (Hamilton et al., 2014). We

confirmed strong phosphorylation of 4E-

BP1, suggesting that the shift in translation

rates at 1 hr might reflect mTOR activation

(Figures S3A and S3F). Nevertheless, our

data indicate that most (>92%) changes

in translation during the actual response

are determined by changes in total

mRNA levels, which mostly follow alter-

ations in 4sU RNA with a delay depending

on basal RNA turnover rates.

Rapid Recruitment of RNA Pol II
Mediates Transcriptional
Upregulation
Factors involved in the process of transla-

tion and protein folding were systemati-
cally upregulated in transcription. Here, �48% of genes with a

function in translation were upregulated in de novo transcription

and translation (Figure S4A), and related functions were enriched

in upregulated cluster 1 (Figure 1F). In contrast, genes annotated

with transcriptional processes were not generally upregulated



(Figures S4A and S4B). Becausemany transcription factors have

already been described with a function in T cells (O’Shea, 2015),

we applied EnrichR (Chen et al., 2013) to identify transcription

factors with targets enriched among upregulated clusters (Fig-

ure 3A). This identified c-Myc as key regulator in clusters 1, 2,

and 4 and STAT3, STAT4, and RelA as key regulators of clusters

3 and 5. A subsequent analysis of c-Myc binding sites deter-

mined with ChIP-seq in CD8+ T cells (Chou et al., 2014)

confirmed that c-Myc binding sites are enriched among upregu-

lated genes in general (Figure S4C) and genes from upregulated

clusters 1, 2, and 4 in particular (Figure S4D).

Because these transcription factors act immediately after

activation and are not upregulated themselves (except c-Myc)

(Figure S4E), we wondered whether this holds true for the tran-

scription machinery and includes a ‘‘ready to go’’ RNA Pol II.

Stalling and subsequent release of RNA Pol II has been

described as an important mechanism for rapid cellular activa-

tion processes (Core et al., 2008; Muse et al., 2007). We there-

fore performed ChIP-seq of RNA Pol II at 0, 0.5, and 2 hr in

two replicates, identifying on average >9,400 peaks for >5,600

genes (see Table S5 for identified peaks and their location rela-

tive to annotated genes). Peaks were clearly centered on the

transcription start site (TSS) of genes, indicating the presence

of paused RNAPol II molecules (Figure S4F). Figure 3B illustrates

the distribution of ChIP-seq reads across the gene body for Ifng

(Figure S4G for replicate 2), which suggests some paused RNA

Pol II at the TSS at 0 hr, followed by rapid intensification of the

RNA Pol II signal and movement into the gene body in activated

cells.

Presence of RNA Pol II at the promoter (TSS ± 500 nt) was

quantified for genes analogous to the FPKM value for RNA-

seq. This showed a positive correlation between the abundance

of RNA Pol II on the promoter to de novo transcription (Figures

S4H and S4I), and fold changes in promoter RNA Pol II abun-

dance, particularly between 0 and 2 hr, correlated well with

fold changes in de novo transcription (Figures 3C and S4J for

replicate 2). Thus, upregulation of genes coincides with

increased abundance of RNA Pol II at the promoter, particularly

for the identified IEGs in upregulated cluster 5 (Figure 3D). For

many of these IEGs, RNA Pol II peaks were hardly detectable

at 0 hr. Specifically, for 8 of 14 genes that were >50-fold upregu-

lated within the first hour, RNA Pol II peaks were identified at the

promoter for the first time at 30 min or later (e.g., Egr2, Egr3, and

Tnfsf14 in Figure 3E and Il3 in Figure S4K). Most of these genes

were not or were only lowly expressed at 0 hr. Other IEGs with

some de novo transcription in non-activated cells, such as

Fosl2, Il10, and Tnf had a significant RNA Pol II peak at 0 hr

but also experienced a massive increase in the RNA Pol II signal

at the promoter at 0.5 hr that indicates de novo recruitment

(Figure 3F).

To investigate to which extent release of paused RNA Pol II

contributes to the massive and rapid upregulation of many

genes, we calculated the change over time in promoter-to-

gene body ratio of the RNA Pol II (FPKM at the promoter to

FPKMon the gene body). Although for Ifng this ratio was reduced

by around 50% at 30 min, there was no general correlation be-

tween changes in the RNA Pol II promoter-to-gene body ratio

and fold changes in de novo transcription (Figure 3G). We iden-
tified only 29 genes with significant RNA Pol II abundance at the

promoter at 0 hr (FPKM> 1), a >2-fold change in 4sU RNA at 4 hr,

and at least a 30% reduction in promoter-to-gene body ratio of

RNA Pol II during activation (Figure S4L).

Finally, we evaluated whether rapidly upregulated genes

appeared to be more primed for upregulation by increased pres-

ence of RNA Pol II at the promoter before activation. For this pur-

pose, we divided promoter RNA Pol II abundance at 0 hr by the

level of de novo transcription at 0 hr and compared this ratio

among non-regulated genes, downregulated genes, and clus-

ters of upregulated genes (Figure 3H). Normalized to non-regu-

lated genes, the RNA Pol II/4sU RNA ratio at 0 hr of upregulated

clusters 1–5 was increased on average by 4%–23%. Further-

more, downregulated genes had 20% lower RNA Pol II/4sU

RNA ratios on average. However, overall correlation between

the RNA Pol II/4sU RNA ratio and the fold changes in 4sU-RNA

was very weak (%0.1); in particular, it was weaker than the cor-

relation between promoter RNA Pol II fold changes and 4sU RNA

fold changes. Thus, although release of paused RNA Pol II may

play a role in T cell activation, rapid de novo recruitment of

RNA Pol II, particularly for IEGs, is the dominant mechanism

to ensure rapid transcriptional upregulation during a T cell

response.

Reduction of Cotranscriptional Splicing Rates Early
after Activation
The rapid de novo recruitment of RNA Pol II made us speculate

whether related processes are affected, such as cotranscrip-

tional splicing, which is linked to activation states of RNA Pol II

(Bentley, 2014). When looking at mapped reads for Il2, we

saw that the relative frequency of intronic reads increased 1 hr

after activation but later decreased (Figure 4A). Surprisingly,

IFNg did not appear to undergo such an initial drop in splicing

(Figure S5A). To investigate whether IFNg really is unaffected,

we additionally performed 30 min 4sU labeling for non-activated

cells and the first 30min of activation. This allowed quantification

of changes in splicing rates within the first 30 min of activation

and showed that splicing rates for Ifng dropped at this time

(Figure S5B).

We then quantified the fraction of fully spliced transcripts for

each gene and grouped genes into five categories: (1) genes

>4-fold downregulated at 1 hr, (2) genes >4-fold downregulated

at 4 hr but not at 1 hr, (3) genes not regulated at 4 hr, (4) genes

upregulated early at 1 hr, and (5) genes upregulated late

at 4 hr. Astonishingly, this showed a general trend for all

expressed genes, with an initial drop followed by a gradual opti-

mization of splicing rates beyond levels in non-activated cells

(Figure 4B, confirmed by the biological replicate in Figure S5C).

Fluctuations were more pronounced for early upregulated

genes, explaining the observed difference between Il2 and

IFNg. Because >4-fold downregulated genes also experience

the drop in splicing rates andwe observe a drop in total RNA syn-

thesis at the beginning of activation that is not due to rRNA (Fig-

ures S5D and S5E), this drop in splicing rates does not simply

reflect an overall increase in nascent transcript production at

the beginning of activation. Furthermore, splicing factors were

neither regulated on the transcriptional or translational level nor

noticeably altered in protein levels (Figures S5F and S5G).
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Reduction in splicing rates has previously been described in

macrophage activation, in which transcripts in the chromatin

fraction were found to be incompletely spliced, despite already

being polyadenylated (Bhatt et al., 2012). We thus isolated

RNA from the whole nucleus and performed qRT-PCR for poly-

adenylated mRNAs with primers identifying either spliced or un-

spliced transcripts for three highly expressed and regulated

genes (Ifng, Il3, and Ccl3) (Figure 4C). This showed a clear shift

in the spliced/unspliced ratio for nuclear polyadenylated RNA

(Figures 4D and S5H), with ratios dropping at 30 min and then

increasing. The same was observed for polyadenylated RNA ob-

tained by further fractionating chromatin from nucleoplasm (Fig-

ures 4E and S5I).

Phosphorylation States of the CTD of RNA Pol II
Correlate with Fluctuations in Splicing Rates
Cotranscriptional splicing has been linked to certain epigenetic

states, particularly H3K36me3 marks (Haque and Oberdoerffer,

2014; Schwartz et al., 2009) and phosphorylation states of the

RNA Pol II CTD (Bentley, 2014; Phatnani and Greenleaf, 2006).

We thus also performed H3K36me3 ChIP-seq at 0, 0.5, and

2 hr of activation. This showed that H3K36me3 is enriched

over gene bodies (Figures S5J and S5K) and that it marks ex-

pressed genes (Figures S5L and S5M). Furthermore, for a few

genes, such as Ifng, Junb, and Fos, we observed either a shift

of reads at 2 hr toward the 50 end of genes or an increase in abun-

dance (Figure S5N), which has previously been described to be

related to cotranscriptional splicing (Schwartz et al., 2009; Ven-

katesh andWorkman, 2013). However, at 0.5 hr, when the global

drop in splicing was most prominent, there was either only an in-

termediate shift (as for Fos) (Figure S5N) or no shift toward either

the 50 or the 30 end. Furthermore, the relative enrichment of

H3K36me3 on exons did not significantly change on a global

level at any time point for non-, down-, or upregulated genes

(Figure S5O). Thus, changes in H3K36me3marks did not explain

the observed global drop in splicing.

Subsequently, we focused on changes in the phosphorylation

states of RNA Pol II. Both our 4sU RNA and RP data showed no

change in RNA Pol II subunit expression (Figure 5A). In contrast,

unique RNA Pol III subunits, transcribing, e.g., 5S rRNA, are up-

regulated in line with the general upregulation of translational
Figure 3. On-Time Recruitment of RNA Pol II Mediates Rapid Changes

(A) Enrichment analysis with EnrichR (Chen et al., 2013) for transcription factor targ

cluster. Bars indicate the combined score determined by EnrichR (calculated fro

scription factor and the PubMed identifier (ID) for the corresponding publication.

(B) Mapped sequencing reads (RNA Pol II ChIP-seq) for Ifng for non-activated, 0

Figure 1C. The range of read counts (y axis) is shown in square brackets.

(C) Rank correlation between fold changes in promoter RNA Pol II abundance bet

activated cells.

(D) Scatterplot comparing log2 fold changes in promoter RNA Pol II abundance at

cells for genes of upregulated cluster 5. Rank correlation is indicated.

(E and F) Mapped sequencing reads (RNA Pol II ChIP-seq) for selected genes a

significant peaks in non-activated cells, whereas (F) shows examples with significa

values are indicated in the black box. The range of read counts (y axis) is depict

(G) Rank correlation between fold changes in promoter-to-gene body ratio for R

(H) Ratios of RNA Pol II abundance to 4sU RNA at 0 hr were calculated for non-re

clusters. Ratios were normalized by dividing by themedian ratio for non-regulated

boxplots. Positive values thus indicate more RNA Pol II at the promoter than exp

genes (red horizontal line, median value for non-regulated genes).
genes (Figure S4A). We then performed western blot analysis

with the anti-RPB1 antibody, which recognizes unmodified

RNA Pol II but also hyper-phosphorylated CTD (Figure 5B)

(Sch€uller et al., 2016). This showed a massive switch to the

hyper-phosphorylated form after 2 hr, correlating with the time

at which splicing rates are optimized. Because this antibody

preferentially recognizes Ser-2 hyper-phosphorylation of the

CTD, we also used antibodies differentiating between Ser-5

(indicating transcription initiation) and Ser-2 (indicating elonga-

tion) phosphorylation (Listerman et al., 2006; Sch€uller et al.,

2016). This showed a substantial increase in Ser-5 phosphoryla-

tion of the CTD at the beginning of activation (Figure 5C). In

contrast, Ser-2 phosphorylation increased gradually until 2 hr,

when it became the dominant modification. Ser-5 phosphoryla-

tion of RNA Pol II is found predominantly near the TSS, whereas

Ser-2 phosphorylation of RNA Pol II is enriched toward the 30 end
of genes (Komarnitsky et al., 2000). Consistent with this,

changes in splicing rates in our data were most noticeable close

to the TSS (Figures 5D and 5E). Furthermore, immunoprecipita-

tion of U2AF65, a well-known cotranscriptional splicing factor

that interacts with Ser-2 phosphorylated CTD (Listerman et al.,

2006), showed an increased interaction after activation (Fig-

ure 5F). Ser-2 phosphorylation is mediated by activated pTEFb,

consisting of cyclin T1 and cyclin-dependent kinase 9 (CDK9),

which is activated by phosphorylation of CDK9 (Baumli et al.,

2008; Jonkers and Lis, 2015). We thus tested activation of pTEFb

by immunoprecipitating for cyclin T1. Using antibodies that

recognize either total or phosphorylated CDK9, we found that

its longer isoform was massively phosphorylated within the

complex no later than 2 hr after activation (Figure 5G). This

demonstrates activation of pTEFb, which likely facilitates Ser-2

phosphorylation of the RNA Pol II CTD in T cells.

DISCUSSION

Wepresent the first comprehensive analysis on real-time tempo-

ral dynamics of transcription, splicing, and translation during

T effector cell activation. Our data suggest a model in which

T cells massively change their functional program by regulation

of >2,000 genes. Here, changes in transcription and translation

are extremely coupled for >90% of genes, and only a few genes
in Transcription

ets identified experimentally using ChIP-seq or ChIP-chip for each upregulated

m the p value and a rank-based score) and are annotated with both the tran-

Results are shown for the top datasets with p < 0.001 (at most ten).

.5 hr activated, and 2 hr activated Th1 cells. Gene annotation is indicated as in

ween each pair of time points and fold changes in 4sU RNA compared to non-

0.5 and 2 hr to log2 fold changes in 4sU RNA at 1 and 2 hr and to non-activated

t 0 hr (red) and 0.5 hr (light blue) after activation. Samples in (E) do not show

nt peaks in non-activated samples. For comparison purposes, 4sURNAFPKM

ed in brackets. Gene annotation is indicated as in Figure 1C.

NA Pol II compared to fold changes in 4sU RNA at all time points.

gulated genes, downregulated genes, and genes of the six major upregulated

genes, and distribution of normalized ratios for each group are illustrated using

ected from baseline de novo transcription at 0 hr compared to non-regulated
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Figure 4. Global Reduction in Cotranscriptional Splicing Rates at the Beginning of Activation

(A) Mapped sequencing reads (4sU RNA) for Il2, indicating increased intron read counts 1 hr after activation and reduced intron read counts at later time points.

For each time point, the range of read counts (y axis) is indicated in brackets. Gene annotation is indicated as in Figure 1C.

(B) Median fold changes in splicing indices (see Experimental Procedures) over time are displayed for genes upregulated early (R2-fold upregulated at 1 hr;

orange) and at later time points (R2-fold upregulated at 4 hr, but not at 1 hr; red), genes downregulated early (R4-fold downregulated at 1 hr; cyan) and at later

time points (R4-fold downregulated at 4 hr, but not 1 hr; blue), and non-regulated genes (fold change < 2 after 4 hr; black).

(C) Schematic overview of primer design to study spliced and unspliced transcripts.

(D and E) Fold changes in the exon/intron ratio determined by qRT-PCR analysis for the polyadenylated whole nucleic fraction (D) and the polyadenylated

chromatin fraction (E) for Il3, Ifng, and Ccl3. The mean and SD (error bars) are shown for three (D) or five (E) independent experiments.
show evidence for independent posttranscriptional or transla-

tional regulation. Upregulation of genes is mostly mediated by

rapid de novo recruitment of RNAPol II to gene loci, while release

of paused RNA Pol II plays only a minor role. This coincides with

fluctuations in cotranscriptional splicing rates, which lag at first

but are later optimized, as well as a progressive shift toward

Ser-2 phosphorylation and activation of pTEFb.

Although previous studies suggested an important role for

posttranscriptional mechanisms in the regulation of cytokines

during T cell effector activation (Chang et al., 2013; Scheu

et al., 2006), it remains controversial to what extent posttran-

scriptional regulation affects protein expression in general (Lars-

son et al., 2013; Vogel and Marcotte, 2012) or immune cells

specifically (Anderson, 2008; Piccirillo et al., 2014). Most of these

studies were performed either under steady-state conditions or
650 Cell Reports 19, 643–654, April 18, 2017
in cell lines, and few dynamic studies were performed in immune

cells (Bhatt et al., 2012; Jovanovic et al., 2015). The combination

of the resulting models nevertheless suggests that changes in

mRNA abundance dictate changes in functional properties of

the activated immune cell and are thus in line with our findings.

This raises the question of whether translational regulation has

a greater impact after the actual response or in steady-state con-

ditions. In favor of such a hypothesis are observations from a

global study demonstrating that a variety of mRNAs have longer

30 UTRs in resting than in proliferating cells, allowing more post-

transcriptional regulation (Sandberg et al., 2008). The indepen-

dently, posttranscriptionally regulated genes identified in our

study tended to have longer 30 UTRs (data not shown). In

addition, studies highlighted auto-regulatory feedback loops of

posttranscriptional regulators in immune cells. For example,
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Figure 5. Global Changes in Splicing Rates

Correlate with Phosphorylation States of

RNA Pol II

(A) Log2 fold changes over time in 4sU RNA and

translated RNA (RP) are shown for genes encoding

subunits of RNA Pol II and III and general tran-

scription factors.

(B and C) Western blot analysis of RNA Pol II

expression using an antibody against RPB1 (IIO in-

dicates hyper-phosphorylation and activation) (B)

and Ser-5 and Ser-2 phosphorylation-specific anti-

bodies (C). U2AF65 was used as loading control.

(D) Fold changes in splicing indices for individual

introns at 0.5 hr plotted against the distance of the

acceptor site of the intron to the TSS (red line, local

regression fit using LOWESS; black line, median).

(E) The local regression fit for intron splicing indices

relative to the distance to the TSS is shown for all

time points.

(F) Immunoprecipitation at different time points with

antibodies recognizing U2AF65 to detect RNA Pol II

phosphorylated at Ser-2 of the CTD.

(G) Immunoprecipitation with cyclin T1 to detect

phosphorylated CDK9 (Thr186), indicating active

elongation complex formations, and total CDK9.

Two isoforms of CDK9 could be detected.
Regnase-1 and Roquin, which are degraded during the activa-

tion process via the proteasome or proteases, are later re-ex-

pressed to ensure posttranscriptional regulation after the actual

immune response (Iwasaki et al., 2011; Jeltsch et al., 2014).

Although pausing of RNA Pol II at promoter-proximal positions

has been suggested frequently as an important mechanism to

maintain genes as highly responsive and activated (Core and

Lis, 2008; Muse et al., 2007), our data highlight that de novo

recruitment of RNA Pol II plays amore important role, particularly

for IEGs. Some studies previously analyzed the processes for

IEG induction in primary immune cell responses, specifically

for the activation of macrophages and B cells (Fowler et al.,

2015; Hargreaves et al., 2009; Kouzine et al., 2013; Ramirez-Car-

rozzi et al., 2009), as well as global changes in expression during

B cell maturation (Kleiman et al., 2015). After activation of bone

marrow-derived macrophages and B cells by lipopolysaccha-
C

rides, release of paused RNA Pol II is the

major mechanism driving gene regulation

(Fowler et al., 2015; Hargreaves et al.,

2009). However, after activation via the

B cell receptor, de novo recruitment of

RNA Pol II seems to drive transcriptional

upregulation in B cells (Fowler et al.,

2015). This is in line with our observa-

tions for T cells activated via the T cell

receptor (TCR). The potential mechanism

facilitating this rapid recruitment in T cells

remains unclear. Nevertheless, we identi-

fied STAT3/4, RelA, and c-Myc as key tran-

scription factors for the gene expression

response. C-Myc regulation of transla-

tional genes has previously been shown
in other contexts (Fernandez et al., 2003), and STAT and Rel pro-

teins are known to control immunological genes in T cell and

other immune cell differentiation programs (Coffer et al., 2000;

Li et al., 2014; Oeckinghaus and Ghosh, 2009). Therefore, both

transcription factor families are likely also acting in the actual

T cell effector response, not only during differentiation.

Although it has become evident over the last few years that

mostmRNAs are cotranscriptionally spliced (Bentley, 2014), little

is known how these processes are regulated upon signaling

events in mammalian cells (Jonkers and Lis, 2015; Shin and

Manley, 2004). In primary macrophages, fluctuations in splicing

rates have been observed, both before activation (Hargreaves

et al., 2009) and after activation (Bhatt et al., 2012). Some of

these observations even led to speculations that theymight chal-

lenge the concept of cotranscriptional splicing (Sen and Fug-

mann, 2012; Stower, 2012). In macrophages and T cells, splicing
ell Reports 19, 643–654, April 18, 2017 651



rates are gradually optimized at later time points, which we

correlated with a progressive shift fromSer-5 to Ser-2 phosphor-

ylation of the CTD and activation of CDK9within the pTEFb com-

plex. Although causality cannot be conclusively shown without

better spatial and temporal resolution of RNA Pol II phosphoryla-

tion, it is tempting to speculate that massive de novo recruitment

of RNA Pol II results in a relative increase of Ser-5 phosphoryla-

tion at the beginning of activation that later gradually shifts

toward more Ser-2 phosphorylation, enabling efficient splicing.

It remains an open question as to how this rapid de novo recruit-

ment is accomplished and whether the temporary reduction in

cotranscriptional splicing represents a side effect or an impor-

tant mechanism at the beginning of cell activation.

EXPERIMENTAL PROCEDURES

Mice

Balb/c DO11.10 TCR transgenic mice and C57BL/6J were purchased from

Jackson Laboratory and bred in a specific pathogen-free barrier facility.

Mice were euthanized with CO2 at 8–12 weeks of age for spleen and lymph

node removal. All in accordance with the Helmholtz Zentrum M€unchen institu-

tional as well as the state and federal guidelines.

CD4 T Cell Isolation and Differentiation

Peripheral naive CD4+ T cells were isolated and differentiated for 36–48 hr

under Th1 conditions. After expansion for additional 2 or 3 days, Th1 cells

were activated with anti-CD3 and anti-CD28. For detailed information, see

additional Supplemental Experimental Procedures.

Flow Cytometry and Intracellular Cytokine Staining

For intracellular cytokine staining, cells were activated, fixed in 4%paraformal-

dehyde (PFA) (10 min, room temperature [RT]), permeabilized, and stained

with antibodies against IFNg (eBioscience, 17-7311-82). Representative plots

from flow cytometry were all recorded with FACS Aria III (BD Bioscience) and

gated on live cells.

qRT-PCR, Western Blotting, and Immunoprecipitation

Total RNA was isolated with QIAzol Lysis Reagent (QIAGEN), and cDNA was

synthesized with the QuantiTect Reverse Transcription Kit (QIAGEN,

205311). All quantitative qRT-PCRs were performed with the SYBR green

method. The expression levels of Ifng mRNA were normalized to the expres-

sion of HPRT.

For western blots and immunoprecipitation, cells were lysed in RIPA and

Meister lysis buffer, respectively. Total protein concentration was determined

according to the bicinchoninic acid assay (BCA) method (Thermo Scientific

Pierce). Detailed information is provided in Supplemental Experimental

Procedures.

Toxicity Test of 4sU

Cells were treated with different concentrations of 4sU for indicated time

points and BH3I-1 (500 ng/mL) (Sigma, B8809) for 1 hr, or heat shock for

5 min at 95�C was used to induce apoptosis. Apoptotic cells were determined

by annexin V/7-aminoactinomycin D (7-AAD) (eBioscience, 00-6992) staining

and analyzed by flow cytometry. Nuclear stress was determined by p53 accu-

mulation, cytoplasmic stress was determined by eukaryotic translation initia-

tion factor 2a (ElF2a) phosphorylation, and thapsigargin (0.5 mM) (Sigma,

T9033) was used as positive control.

GFP Spike-in Assay

The GFP control plasmid of the Mouse T Cell Nucleofector Kit (Lonza, Cat. No.

V4XP-3032) was transfected into expanding Th1 cells 12–15 hr after differen-

tiation according to the manufacturer’s instructions. The cells were activated

and RNAwas taken at indicated time points for qRT-PCR, as described earlier.

Genes of interest were normalized to GFP expression.
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Subcellular Fractionation and RNA Isolation

Activated Th1 cells were lysed in cytoplasmic lysis buffer, and intact nuclei

were isolated with sucrose buffer. The nuclear pellet was resuspended in glyc-

erol buffer, and nuclei lysis buffer was added. After centrifugation, 50 mL of cold

PBS was added to the remaining chromatin pellet and vortexed. Chromatin-

associated RNA was extracted by phenol/chloroform extraction and purified

according to the QIAGEN RNA cleanup (74204) protocol.

For nuclear RNA, the nuclear pellet was resuspended in 1 mL of lysis/

binding buffer, and isolation of polyadenylated RNA was done according

to the manufacturer’s instructions (mMACS mRNA isolation kit, Miltenyi

Biotec).

cDNA was synthesized with random hexamer and/or oligodeoxythymidylic

acid [oligo-d(T)] primers. For detailed information, see additional Supplemental

Experimental Procedures.

4sU Labeling, 4sU-Seq, and RP

Samples for RP were prepared according to the manufacturer’s instructions

(TruSeq Ribo Profile, mammalian; Illumina) with minor changes. Metabolic

labeling of newly transcribed RNA with 4sU (Carbosynth, NT0618690), RNA

isolation, and biotinylation were performed as described previously (Rädle

et al., 2013) with minor changes. For both total and 4sU RNA samples, library

preparation and rRNA depletion were performed using the TruSeq Stranded

Total RNA Library Prep Kit (Illumina).

Barcoded libraries were sequenced on a HiSeq 2500 (Illumina) with paired-

end, 100 bp reads. Quantification of rRNA depleted 4sU RNA was performed

with a Qubit 2.0 Fluorometer. For rRNA depletion, we used the Ribo-Zero Gold

rRNA Removal Kit (human, mouse, or rat; Illumina) according to the manufac-

turer’s instructions. Detailed information is provided in Supplemental Experi-

mental Procedures.

ChIP-Seq

Chromatin immunoprecipitation (ChIP) assays were performed as described

(DeKoter et al., 2002) with minor changes. DNA purification was done accord-

ing to Blecher-Gonen et al. (2013). For further information, see Supplemental

Experimental Procedures.

Library preparation was performed from 2 ng of ChIP DNA using the Kapa

Hyper Prep Kit with PCR library amplification (KapaBiosystems, KK8504)

according to the manufacturer’s protocol. The libraries were sequenced on

HiSeq 4000, yielding 40–60 million paired reads.

Bioinformatics and Statistical Analysis

RNA-seq and RP reads were mapped against the mm10 mouse reference

genome using ContextMap v.2.5.2 (Bonfert et al., 2015), and ChIP-seq reads

were mapped using BWA-MEM v.0.7.13 (Li and Durbin, 2009). Gene expres-

sion and RNA Pol II and H3K36me3 abundance were quantified as FPKM.

RNA-seq and RP FPKM values were normalized by median fold changes of

�3,400 housekeeping genes (Eisenberg and Levanon, 2013). ChIP-seq peaks

over input were called withMACS2 v.2.1.0 (Zhang et al., 2008), with a false dis-

covery rate (FDR) threshold of 0.05. Hierarchical clustering and correlation

analysis were performed in R. Translation rates were calculated as RP

FPKM to total RNA FPKM. RNA turnover rates were calculated as the 4sU

RNA/total RNA ratio in non-activated T cells and normalized to a median

RNA half-live of 5 hr. Splicing rates were calculated as splicing index = No.

of exon-exon junction reads / (No. of exon-exon junction reads + No. of

exon-intron junction reads). Functional and transcription factor target enrich-

ment analysis were performed with Database for Annotation, Visualization

and Integrated Discovery (DAVID) (Huang et al., 2009) and EnrichR (Chen

et al., 2013), respectively. More details can be found in Supplemental Experi-

mental Procedures.

ACCESSION NUMBERS

The accession numbers for the 4sU-seq and total RNA-seq, as well as RP, and

for the ChIP-seq data reported in this paper are GEO: GSE83351 and
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is FlowRepository: FR-FCM-ZY3V.
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