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a b s t r a c t 

During pancreas development, Neurog3 positive endocrine progenitors are specified by Delta/Notch (D/N) 

mediated lateral inhibition in the growing ducts. During neurogenesis, genes that determine the transition 

from the proneural state to neuronal or glial lineages are oscillating before their expression is sustained. 

Although the basic gene regulatory network is very similar, cycling gene expression in pancreatic devel- 

opment was not investigated yet, and previous simulations of lateral inhibition in pancreas development 

excluded by design the possibility of oscillations. To explore this possibility, we developed a dynamic 

model of a growing duct that results in an oscillatory phase before the determination of endocrine pro- 

genitors by lateral inhibition. The basic network (D/N + Hes1 + Neurog3) shows scattered, stable Neurog3 

expression after displaying transient expression. Furthermore, we included the Hes1 negative feedback as 

previously discussed in neurogenesis and show the consequences for Neurog3 expression in pancreatic 

duct development. Interestingly, a weakened HES1 action on the Hes1 promoter allows the coexistence 

of stable patterning and oscillations. In conclusion, cycling gene expression and lateral inhibition are not 

mutually exclusive. In this way, we argue for a unified mode of D/N mediated lateral inhibition in neuro- 

genic and pancreatic progenitor specification. 

© 2017 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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1. Introduction 

The pancreas as a bifunctional organ releases digestive enzymes

from acinar cells to the duodenum and secretes the hormones

glucagon, insulin, somatostatin, pancreatic polypeptide and ghre-

lin from the islets of Langerhans as endocrine part into the blood

stream to regulate glucose homeostasis. 

The murine pancreas arises around gestational day 9.5 (E9.5)

as two epithelial outgrowths, known as the pancreatic buds, on

the dorsal and ventral side of the embryonic gut. They are char-

acterized by the expression of the transcriptional factors PDX1

and PTF1A ( Jorgensen et al., 2007; Roark et al., 2012 ). Signals like

FGF10 from the surrounding mesenchyme are important for fur-

ther growth and differentiation ( Hart et al., 2003; Norgaard et al.,
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003 ). The growing buds fuse to one organ around E12.5 when the

ut has rotated ( Jorgensen et al., 2007 ), whereby ‘primary transi-

ion’, the first phase of pancreas development, ends. During fur-

her growth, fluid-filled micro-lumina build an epithelium-lined

etwork of branching ducts growing towards the FGF10 expressing

esenchyme, thereby pushing it away toward the periphery of the

rboreal structure ( Gittes, 2009 ). Acinar cells develop at the tip of

ach branch and are characterized by Ptf1a , which is initially ex-

ressed in the whole pancreatic epithelium (as Pdx1, Nkx6-1 and

ox9 ) but becomes restricted to the tips while Nkx6-1 and Sox9 are

imited to the trunk of the growing ducts ( Zhou et al., 2007 ). 

Neurogenin3 ( Neurog3 ) encodes a pivotal transcription factor for

ndocrine cell development ( Gradwohl et al., 20 0 0 ) and is ex-

ressed in a scattered pattern throughout the growing epithelial

ucts ( Rukstalis and Habener, 2009 ). Tracing experiments gave ev-

dence that Neurog3 positive ( Neurog3 + ) cells are precursors of the

ndocrine cell lineage ( Gu et al., 2003 ). The fact that not all cells

xpress Neurog3 is usually explained by Delta-Notch (D/N) medi-

ted lateral inhibition (LI) ( Afelik and Jensen, 2013; Jensen, 2004 ).
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lthough not proven for pancreas development, there are indica-

ions that NEUROG3 induces Dll1 in the same cell ( Castro et al.,

0 06; Gasa et al., 20 04 ), which encodes a membrane-residing lig-

nd for NOTCH on neighboring cells. Upon binding of DLL1 to

OTCH, the intracellular domain of NOTCH (NICD) is cleaved off

nd moves to the cell nucleus where it acts as transcriptional ac-

ivator together with cofactors ( Bray, 2006 ). Among D/N targets

re transcription factors of the Hes and Hey family. In particu-

ar HES1 is important, whose failure leads to pancreatic hypopla-

ia as it acts as a negative regulator of endodermal differentiation

 Jensen et al., 20 0 0 ) and serves as a repressor of Neurog3 ( Lee et

l., 2001 ). Thus, a NEUROG3 expressing cell prevents surrounding

ells from acquiring the same cell fate. Taking out components of

he D/N-pathway results in an excessive number of Neurog3 ex-

ressing cells ( Apelqvist et al., 1999 ). Additionally, proliferation in

he buds is reduced, as HES1 inhibits proliferation-inhibiting fac-

ors, and NEUROG3 cell-autonomously induces the cell-cycle in-

ibitor Cdkn1a , thereby preventing endocrine-progenitor prolifera-

ion ( Miyatsuka et al., 2011 ). 

During secondary transition, which starts around E12.5 ( Pan

nd Wright, 2011; Shih et al., 2013 ), ever more cells of the grow-

ng ducts become Neurog3 + and restrict other cells to the duc-

al fate by D/N-signaling ( Pan and Wright, 2011 ). Downstream of

EUROG3, endocrine precursor cells express Snail2 ( Rukstalis and

abener, 2007 ), a master controller of epithelial to mesenchymal

ransition (EMT) ( Yu et al., 2015 ), which results in the delamination

f Neurog3 + cells from the epithelial duct and their migration into

he mesenchyme where they initiate the formation of the islets of

angerhans. 

As Neurog3 + cells are the progenitors of all endocrine cell types

 Gu et al., 2002; Rukstalis and Habener, 2009 ), elucidating the un-

erlying mechanisms leading to their generation is of utmost im-

ortance in respect to stem-cell replacement therapies for diabetes.

n this context, the following questions are of special interest: (i)

hich signal transduction pathways lead to the differentiation of

 pancreatic progenitor cell from an endodermal cell, (ii) in which

ime course and how is the ratio of Neurog3 positive to negative

ells established, and (iii) which mechanisms ensure the division

f the pancreatic epithelium into tip and trunk region and the dif-

erentiation into duct and endocrine progenitors? 

Although the in vivo situation is far more complex ( Bankaitis et

l., 2015 ) theoretical modeling could be valuable for a better un-

erstanding of these processes. However, compared to other de-

elopmental processes only very few theoretical models describe

spects of pancreas development. De Back et al. (2013 ) modeled LI

n a static (non-growing) two-dimensional hexagonal cell lattice to

redict an assumed ratio of Neurog3 + to duct cells, and Zhou et al.

2011 ) described the differentiation of a single progenitor cell into

slet-cell types by a hierarchical gene regulatory network (GRN) of

utual inhibitory transcription factors. 

Here, we employed a multi-cellular compartment model that

escribes oscillatory gene expression in a growing pancreatic duct

o examine the temporal development of Neurog3 expression in

ndocrine progenitors during secondary transition of pancreas de-

elopment. Using the gene interactions described above the model

redicts an oscillatory phase of Neurog3 expression before its sta-

ilization in a 1:2 pattern of positive to negative duct cells. The

emporal progression of differentiation in the growing duct is

ranslated into a spatial difference between a part rich in stable

eurog3 + cells distant to the growth zone and a part near the

rowth zone with oscillatory Neurog3 expression (see Fig. 1 for a

raphical abstract). 

Additionally, we modeled LI by using a network where HES1

nhibits not only Neurogenin but also directly Dll1 ( Kobayashi and

ageyama, 2014 ) and observed a similar behavior. However, exper-

mentally observed oscillations in neurogenesis have periods of 2–
 h ( Shimojo et al., 2008 ), which was interpreted as consequence

f the negative feedback of HES1 on its gene promoter ( Shimojo

t al., 2011 ). Including this feedback into our GRN resulted in sta-

le Neurog3 expression after transient oscillations only when the

usceptibility of the Hes1 promoter for HES1 binding was weak-

ned. We therefore postulate a mechanism where HES1-binding to

ts own promoter is diminished by ID (inhibitor of DNA binding)

roteins induced by BMP4 signaling. In this way, one could formu-

ate a unified model of progenitor cell determination for neuroge-

esis and pancreas development. 

. Results 

.1. Model setting and scope 

We do not model duct formation by epithelialization and self-

rganization from the pancreatic bud ( Villasenor et al., 2010 ).

ell movement, contact inhibition and proliferation are introduced

henomenologically to set boundary conditions for the pattern-

enerating GRN, whereas cell deformation, cell adhesion and cell-

ell forces are not included. In this way, cells divide in a user-

efined growth zone at the tip of the growing duct and, when

elamination is allowed, inside the duct to fill a void left by a

elaminating cell. The user-defined growth rate is fixed and not

ased on a cell-cycle model. Daughter cells are placed on a grow-

ng hexagonal lattice to the tube depending on their growth (cell

ivision) direction. They can adopt concentration values of their

other cells when this option is chosen. Daughter cells gradually

ove into place in user-defined ‘growth steps’, which implicitly

ets the growth rate. 

EMT triggered by Snail2 ( Gouzi et al., 2011 ) is modeled only

henomenologically. When delamination is active, a cell that at-

ained a certain concentration of SNAIL2 starts a random walk out

f the duct. The resulting gap is filled by the proliferation of its

other cell. However, we ignored Snail2 induction in most of our

imulations to avoid that the typical pattern of one Neurog3 + cell

urrounded by Neurog3 – cells is harder to discern when we allow

roliferation after EMT. We therefore restricted our model to an

ugmented proliferation at the tip, since the probability and dis-

ribution of proliferation along the duct is still unknown. Further-

ore, our ‘cells’ are incompressible spheres. A proliferation in the

uct outside of the growth zone would result in the cells push-

ng each other further and further, thereby disturbing a large part

f the D/N connections. By restricting the proliferation inside the

uct only to ‘replacement proliferation’ after delamination our sim-

lations are not realistic in respect to growth processes. 

Excluding branching, the model is intended to simulate one

ancreatic duct growing towards an assumed FGF10 secreting mes-

nchyme that is pushed by the growing duct to the periphery

 Gittes, 2009 ), whereby the influence of FGF10, or another yet un-

nown growth-promoting factor (as FGF10 seems to be not ex-

ressed after E11.5 ( Bhushan et al., 2001 )), becomes weaker. 

.2. The models 

We developed a variant of the cell- and gene-based simula-

ion tool as described recently ( Tiedemann et al., 2012 ). The ba-

ic GRN in each virtual cell comprises Neurog3, Hes1, Delta1 , and

otch1 ( Fig. 2 A). Oscillations are generated by a negative feed-

ack of HES1 onto the Neurog3 promoter with delay, as NEU-

OG3 induces DLL1, which binds to NOTCH1 on a neighboring cell

nd triggers the release of the NICD that induces the transcrip-

ion of Hes1 . Our model explicitly involves the transport of pro-

eins and mRNAs between the nucleus and the cytoplasm, i.e. we

se a so-called compartment model. To explore consequences of
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Fig. 1. Graphical abstract. (A) Pancreatic ducts growing into the surrounding mesenchyme. (B) One duct with a growing tip and Neurog3 expressing cells (blue) in the trunk. 

(C) Time course of Neurog3 mRNA concentration for two neighboring cells. After their origin in the growth zone, both cells oscillates in the vicinity of the growing tip before 

they differentiate into distinctive fates with the red cell stabilizing at high and the green cell at low Neurog3 concentrations. 

Fig. 2. Simulation result for the standard GRN in which NEUROG3 activates Dll1 and HES1 inhibits Neurog3 . The noise is introduced by a transcription stop during mitosis 

and standard parameters were used (Table S1). The Hill functions and -thresholds are described in Table S2. (A) Reaction scheme for two neighboring cells. (B) Time course 

of Neurog3 mRNA expression in a ring of nine cells. The different cells stabilize after one, two, or four oscillations. (C) The snapshots of the simulation show Neurog3 mRNA 

concentration as blue color intensity for each cell. Time points chosen are 150 0, 250 0, 350 0, 450 0, and 550 0 min. (D) Time course showing the percentage of Neurog3 + cells 

in the duct for five simulation runs starting with different random number-generator seeds. 
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other GRNs discussed for patterning by LI, we integrated possibil-

ities for a direct HES1 inhibition on the Dll1 promoter and a di-

rect negative feedback of Hes1 onto its own promoter as discussed

for neurogenesis ( Shimojo et al., 2011 ) and somitogenesis models

( Tiedemann et al., 2012 ). DLL1 and NOTCH1 are modeled with

compartments for the proteins in the cytoplasm and the mem-

brane. Dll1 mRNAs are modeled for the cytoplasm and the nucleus.

As we assume a simplified model excluding oscillatory behavior of

Notch1 expression (see discussion), a description without a sepa-

rate compartment for the nuclear protein and mRNA is sufficient.

The model is intended to simulate mouse development. We use re-

action rates from the literature as far as they are known. For D/N
ignaling, we mostly adopt the rates from our previous simulations

 Tiedemann et al., 2012 ). As NEUROG3 like HES1 is a basic helix-

oop-helix (bHLH) protein decaying with a half-life of 20–30 min

 Roark et al., 2012 ), we take over the differential equation system

nd reaction rates from HES1 with the exception for the promoter

tructure. We introduced the EMT master control gene Snail2 into

ur network as a direct target of NEUROG3 with a long half-life

 Gouzi et al., 2011 ). If a user-defined threshold is surpassed, the

ells begin a random walk out of the duct. The program detects the

ap and a neighboring cell divides to fill it. We assume NEUROG3 +
ells outside of the duct as non-proliferating due to the induction

f the cell-cycle inhibitor Cdkn1 ( Miyatsuka et al., 2011 ). Our simu-
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ations do not describe the shutdown of Neurog3 expression within

4 h in definite endocrine progenitors ( Beucher et al., 2012 ) and

heir differentiation into hormone producing islet cells, as these

rocesses are outside the scope of the model at this stage of de-

elopment. 

.3. Simulating noise in the system 

Since LI requires small differences in gene expression that

re strengthened through D/N interaction and negative feedback

 Sprinzak et al., 2010 ), one has to introduce noise into the simu-

ation, which can be accomplished as follows: 

a) Cells are created with start values for each gene product. The

addition of random values provides the differences between the

cells, upon which LI acts. 

b) The daughter cells inherit the concentration values of their

mother cells, but turn off transcription during mitosis. We dis-

criminate between regions consisting of one or more than one

cell layer. In case of one proliferation layer, the duration of mi-

tosis is randomly Poisson-distributed for which we use meth-

ods implemented in the Colt java libraries. If multiple cell lay-

ers proliferate, the mitosis duration for newly formed cells does

not change but their starting point varies, which means, each

daughter cell’s mitosis starts at a different normally distributed

growth step during proliferation. 

c) Instead of ordinary differential equations with ‘noisy’ initial

conditions, molecular noise can be added directly by stochastic

terms within the differential equations, which describe fluctua-

tions of chemical-species concentrations around the concentra-

tion mean value. We solved this stochastic differential equation

system, also known as chemical Langevin equation ( Gillespie,

20 0 0 ), by means of the Euler-Maruyama method, which has

been implemented within the open source LibSDE Java library

( Schaffter, 2010 ). The stochastic noise is thereby regulated by a

variable (editable on the Java GUI), which effects the generation

of the independent Wiener process samples. 

.4. Patterning through D/N in a growing pancreatic duct 

Fig. 2 shows the results for a network in which NEUROG3 ac-

ivates Dll1 expression and HES1 inhibits Neurog3 expression. The

RN for two neighboring cells in Fig. 2 A shows for convenience

he same notation for both the protein and the mRNA. Except for

erminal cells, each cell of the growing tube exchanges D/N sig-

als with six neighbors. Fig. 2 B shows Neurog3 expression in the

ime course for a ring of nine cells. In the simulation time course,

p to four oscillations with a period of ∼ 21 h occur before some

ells stabilize with maximal and others with minimal expression.

ig. 2 C depicts simulation snapshots at five time points, whereby

he blue color intensity correlates with Neurog3 mRNA concentra-

ion. If one examines Neurog3 expression along the whole duct, the

haracteristic LI-pattern predominates in the older, left part of the

uct, whereas in the younger part, Neurog3 + cells form patches

hat come and go. One should notice that this pattern does not

orm at once but gradually. As can be seen in the provided Movie

, some cells around few Neurog3 + cells transiently express high

eurog3 levels and eventually calm down to minimal expression.

ccasionally, small patches with a LI-pattern come up, only to dis-

ppear later. Perhaps, they do not ’fit’ properly to the already es-

ablished hexagonal 1:2 LI-pattern and are ’forced out of the pat-

ern’ by the LI of the other cells. Because all initial starting condi-

ions are randomly chosen, this gradual and random establishment

f the patterning is probably to be expected in a dynamic system. 
.5. Results for different noise sources 

The simulation shown in Fig. 2 and Movie 1 used noise intro-

uced by the transcription stop during M-phase of mitosis. A sim-

lation without shut-off during mitosis but instead addition of a

andom number in a fixed range (0 to 30) to the protein and mRNA

oncentrations show a similar patterning (Fig. S1 and Movie 2). A

imulation using a Langevin-equation system is shown in Fig. S2

nd Movie 3. Due to the added stochastic noise the concentration

urves of single cells over time are not smooth anymore. However,

he resulting pattern is similar to simulations using initial noise or

oise introduced by mitosis. 

.6. Size- and growth-rate effects 

For a better visibility, our simulations mostly use a tube archi-

ecture with a nine-cell circumference, which might be a bit too

arge ( Pan and Wright, 2011 ). Simulation snapshots with duct cir-

umferences of five to ten cells are shown in Fig. S3A. With the ex-

eption of the smallest circumference, where the periodic bound-

ry condition perpendicular to the growth direction might influ-

nce the LI-patterning process, the results for Neurog3 expression

re basically similar. Likewise, halving or doubling the growth rate

oes not change the system behavior (Fig. S3B). 

.7. Model robustness under parameter variation 

Our program is designed for the interactive input of reac-

ion rates and the resulting observation of cellular behavior. This,

nd the fact that LI patterning appears only gradually after tran-

ient expression of Neurog3 with a variable number of expression

eaks/oscillations for each cell, prevents an automatic examination

f simulation runs. 

First, we varied the reaction rate determining the NICD pro-

uction as result from the interaction of DLL1 on one cell with

OTCH1 on neighboring cells (trans activation). Stepwise halving

he reaction rate from 0.05 to 0.0 0 02 does not change the pat-

erning process and results in stable Neurog3 + cells surrounded

y negative cells. By halving down to 0.0 0 01, we observe a pat-

ern where many Neurog3 + cells have a positive cell as a direct

eighbor ( Fig. 3 ). Halving again leads to a breakdown of the pro-

ess, at least for the observed period, until Neurog3 is not inhibited

nymore by HES1 and shows constant expression. Before this hap-

ens, one can observe an inverted LI pattern, i.e. Hes1 expressing

ells surrounded by Neurog3 expressing cells. However, since the

atterning process is stable even under variation of the coupling

y more than two orders of magnitude, we consider our model of

I in this regard as robust. 

Interestingly, weakening of D/N signaling seems to increase

he propensity of the cell system towards synchronization. Mov-

ng patches of Neurog3 + cells at the beginning of the simulation

ynchronize into moving stripes. They arise when moving Neurog3

atches hit the sharp and regular boundary on the left side of the

uct and are ‘reflected’ there. However, this is a boundary effect.

hen the stripes move to the left, LI leads again to a decay of the

harp borders. 

We also varied other parameters and show that progressive

eakening of D/N signaling, which results in weakened HES1 ex-

ression, or the direct weakening of Hes1 expression by e.g. faster

ecay rates, can lead in extreme cases to a propensity for synchro-

ization and further to a constant Neurog3 expression (see Fig. S4

nd Table S3 for a discussion). 

Furthermore, we varied the Hill coefficient of Dll1, Hes1 , and

eurog3 by changing the default value of 2 to 1, 3, 4, 8, and 16.

owever, this does not change the general development of oscilla-

ions and later LI-patterning in any case (Fig. S5). 
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Fig. 3. Variation of the D/N reaction rate. The noise is introduced by a transcription stop during mitosis. Shown are the results for a GRN in which NEUROG3 activates Dll1 

and HES1 inhibits Neurog3 for different values of D/N reactions rates that lead to the NICD release. Only values of 0.0 0 01 or lower led to a breakdown of the patterning 

process. The snapshots show Neurog3 mRNA concentration as blue color intensity for each cell. Time points chosen are 2500 and 5000 min. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

G

 

t  

t  

t  

c  

a  

a  

f

 

m  

c  

p  

c  

a

 

l  

m  

2  

n  

r  

r  

f  

s  

p  
2.8. Results for an alternative GRN with additional inhibition of Dll1 

by HES1 

LI is also used as an explanation for the fact that during neu-

rogenesis not all neural progenitors differentiate into neural cells.

However, it is assumed that this mechanism acts by a direct in-

hibitory action of HES1 on Dll1 and on the Neurog3 homologous

gene Neurog2 ( Shimojo et al., 2011 ). We therefore performed sim-

ulations with a corresponding GRN for Dll1 regulation ( Fig. 4 A) but

without a Hes1 negative feedback onto itself, which may play an

important role in oscillatory gene expression during neurogenesis.

Also in this case, LI leads to a stabilized pattern of Neurog3 + cells

after oscillatory expression ( Fig. 4 C and Movie 4). However, with

around 13 h the oscillation period is shorter than in the above-

described standard model ( Fig. 2 ), which is to be expected, since

the loop Hes1 – Dll1 – NICD – Hes1 is shorter and the negative

feedback along this loop therefore acts after a shorter delay. 

2.9. Results for an alternative GRN (similar to somitogenesis) 

Inspired by our efforts on modeling somitogenesis, where we

postulated a GRN with a negative feedback of HES7 onto Dll1 ex-

pression ( Tiedemann et al., 2012 ), we also examined a network

in which HES1 inhibits Dll1 and Neurog3 expression, but without

a positive feedback of NEUROG3 on Dll1 ( Fig. 5 A). Again, the LI-

pattern forms with similar dynamics ( Fig. 5 B, C and Movie 5) as

seen for the GRN examined above. 
t
.10. Adding negative feedback of Hes1 onto itself to the standard 

RN 

In neurogenesis, Hes1, Neurog2 , and other genes show oscilla-

ory gene expression ( Shimojo et al., 2008 ) with shorter periods

han in our models, namely 2–3 h compared to 21 or 13 h, respec-

ively. Said oscillations are of the ultradian type and presumably

aused by a negative feedback of HES1 onto its own promoter in

ddition to the short decay rates of Hes1 mRNA and its protein of

bout 20 min ( Hirata et al., 2002 ). We added such a negative HES1

eedback to our standard model: 

Oscillatory case . A negative feedback in the Hes1 promoter as

odeled for somitogenesis ( Fig. 6 A) results in ultradian Hes1 os-

illations that induce corresponding Neurog3 oscillations in anti-

hase, because HES1 suppresses Neurog3 . Consequently, these os-

illations do not die down ( Fig. 6 B) and prevent the emergence of

 stable pattern of Neurog3 + cells ( Fig. 6 C and Movie 6). 

Non-oscillatory case . The parameter space, which allows oscil-

ation in the negative-feedback oscillator Hes1 , was already deter-

ined by our effort s on somitogenesis ( Tiedemann et al., 2012 ,

007 ). If one chooses a transcription or translation rate that does

ot allow Hes1 oscillation (e.g. by halving the Hes1 transcription

ate), the pattern formation is still suppressed. Both Hes1 and Neu-

og3 show a uniform expression (Fig. S6). Probably, the negative

eedback is still operating, but instead of generating oscillations it

uppresses all cell-to-cell expression differences. Since small ex-

ression differences between cells are needed for LI to amplify

hese distinctions, the pattern cannot be established. 
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Fig. 4. Simulation result for a GRN adapted from neurogenesis in which NEUROG3 activates Dll1 and HES1 inhibits not only Neurog3 but also Dll1 . The noise is introduced 

by a transcription stop during mitosis and standard parameters were used (Table S1). The Hill functions and -thresholds are described in Table S2. (A) Reaction scheme for 

two neighboring cells. (B) Time course of Neurog3 mRNA expression in a ring of nine cells. (C) The snapshots show Neurog3 mRNA concentration as blue color intensity for 

each cell. Time points chosen are 150 0, 250 0, 350 0, 450 0, and 550 0 min. (D) Time course showing the percentage of Neurog3 + cells in the duct for five simulation runs 

starting with different random number-generator seeds. 

Fig. 5. Simulation result for a GRN adapted from somitogenesis in which HES1 inhibits Neurog3 and Dll1 , but without a positive feedback of NEUROG3 on Dll1 . The noise is 

introduced by a transcription stop during mitosis and standard parameters were used (Table S1). The Hill functions and -thresholds are described in Table S2. (A) Reaction 

scheme for two neighboring cells. (B) Time course of Neurog3 mRNA expression in a ring of nine cells. (C) The snapshots show Neurog3 mRNA concentration as blue color 

intensity for each cell. Time points chosen are 150 0, 250 0, 350 0, 450 0, and 550 0 min. (D) Time course showing the percentage of Neurog3 + cells in the duct for five 

simulation runs starting with different random number-generator seeds. 
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Fig. 6. Adding negative feedback of Hes1 onto itself. Shown are the results for a GRN in which NEUROG activates Dll1 and HES1 inhibits Neurog3 and itself. The noise is 

introduced by a transcription stop during mitosis and standard parameters were used (Table S1). The Hill functions and -thresholds are described in Table S2. (A) Reaction 

scheme for two neighboring cells. (B) Time course of Neurog3 mRNA expression in a ring of nine cells. (C) The snapshots show Neurog3 mRNA concentration as blue color 

intensity for each cell. Time points chosen are 1500, 2500, 3500, 4500, and 5500 min. 
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Progressive weakening of the Hes1 negative feedback onto itself.

Instead of simulating models where Hes1 negative feedback is

either included or excluded, one can think of mechanisms that

weaken the negative feedback of HES1 on its promoter but not

HES1 binding to the promoters of Neurog3 or Dll1 ( Bai et al., 2007 ).

We therefore progressively increased the Hill threshold in the in-

hibiting Hill-function of the Hes1 promoter. By using a 16-fold

higher threshold, we observed a completely new system behav-

ior. At first, the ultradian oscillations prevent a stable pattern. But

after about 40 h, the first permanently non-oscillating Neurog3 +
cells show up, which later form the usual 1:2 pattern. However,

these stable Neurog3 + cells are still surrounded by oscillating cells

( Fig. 7 and Movie 7). 

2.11. Coupling an FGF10 gradient to the Hes1 mRNA decay 

As another possibility to arrest negative-feedback Hes1 oscilla-

tions we consider the influence of an FGF10 gradient along the

pancreatic duct, where maximum Fgf10 expression is at and stops

outside the growth zone. Since we do not model the neighboring

mesenchymal cells, one has to note that the gradient is not gener-

ated by diffusion but travels along the growing tip, which is rather

unrealistic. As described for somitogenesis ( Tiedemann et al.,
007 ), we assume a slow Fgf10 mRNA decay and couple the Hes1

RNA decay to the FGF10 gradient. Thus, the Hes1 mRNA de-

ay rate slowly decreases to zero for cells outside of the growth

one, which leads to a Hes1 -oscillation stop. However, the ratio of

eurog3 + to negative cells is thereby clearly lower than one third

nd does not reflect the in vivo situation ( Bankaitis et al., 2015 ),

nd the cells express Neurog3 only weakly ( Fig. 8 ), wherefore it is

uestionable whether this mechanism should be considered as re-

listic. 

.12. Introducing Snail2 and cell delamination 

In Movie 8 we show a simulation when Snail2 is activated

ownstream of NEUROG3, to demonstrate delamination of cells

rom the duct when a certain threshold of SNAIL2 is exceeded. A

elaminating Neurog3 + cell is replaced by a neighboring Neurog3 –

ell, which proliferates to fill the gap. After a while, the new cell

n the center expresses Neurog3 again. How long it takes to delam-

nate again depends on the SNAIL threshold. 

We also tested the behavior of the system when delamination

s active for different GRNs and show the results in Fig. S7. The

on-standard models show the full LI pattern earlier. Hence, the

attern of Neurog3 + cells in these cases is more similar to simu-
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Fig. 7. Weakened Hes1-negative feedback onto itself. Shown are the results for a GRN in which NEUROG activates Dll1 and HES1 inhibits Neurog3 and itself. Standard 

parameters were used (Table S1). The Hill functions and -thresholds are described in Table S2. A Hill threshold of 16 weakens the negative feedback of HES1 onto its own 

promoter. The noise is introduced by a transcription stop during mitosis. (A) Reaction scheme for two neighboring cells. (B) Time course of Neurog3 mRNA expression in a 

ring of nine cells. Seven of these cells show ultradian oscillations until the end of the simulation, while two stabilize Neurog3 expression at higher concentration, i.e. become 

determined in an LI pattern. (C) The snapshots show Neurog3 mRNA concentration as blue color intensity for each cell. Time points chosen are 1500, 2500, 3500, 4500, and 

5500 min. (D) Time course showing the percentage of Neurog3 + cells in the duct for five simulation runs starting with different random number-generator seeds. 
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ations without delamination. However, as we do not have enough

nformation on the biological control of delamination in vivo it is

remature to draw any conclusions from our delamination model-

ng. 

. Discussion 

.1. Issues in pancreas development 

Several questions regarding pancreas development are still un-

er discussion. For example, which signal-transduction pathway

n which time course determines the proportion of Neurog3 + en-

ocrine precursor cells in the pancreatic duct during secondary

ransition ( Afelik and Jensen, 2013 )? Does Hes1 oscillate during

ancreas development as in neurogenesis, where Neurog2 and

/N-mediated LI regulate the generation of neural progenitors

 Imayoshi and Kageyama, 2014 )? If not, why is then dynamic be-

avior of Hes1 different although the GRNs are so similar? 

Here, we address these questions and summarize our model-

ng effort s as f ollows: (i) several different GRNs can explain the

eneration of stable Neurog3 + cells; (ii) oscillatory gene expres-

ion can precede pattern formation through LI; (iii) the typical

I-pattern (one cell with high and stable Neurog3 expression sur-

ounded by Neurog3 negative cells) builds not at once, but grad-

ally; (iv) not the resulting pattern but the length of the oscilla-

ory phase depends on the delay in the negative feedback loop;

v) when sufficiently weakened, the Hes1 negative self-feedback

llows or even promotes pattern formation. In this case, the cells

urrounding Neurog3 + cells are not completely devoid of Neurog3 ,

ut show distinct lower and rapidly oscillating Neurog3 expression.
.2. Simplifications in modeling gene interactions 

To keep the model complexity within reasonable limits we have

ade some simplifications: 

• For simulating D/N signaling, we consider only DLL1 as lig-

and and NOTCH1 as receptor, although increasingly more infor-

mation on the pathway and its function in pancreas develop-

ment is available (for reviews see ( Afelik and Jensen, 2013; Pan

and Wright, 2011 )). For example, we neglected JAGGED1, which

seems to be required for proper duct formation and act as a

competitive Notch inhibitor during primary transition ( Golson

et al., 2009a , b ). Contrary to Dll1 , we assume that the Notch1

expression is static, although it was recently shown to be dy-

namic on both the mRNA and protein level during somitogene-

sis ( Bone et al., 2014 ). However, compared to DLL1, the NOTCH1

oscillation amplitude was smaller, therefore we keep this sim-

plification for our exploratory model. 
• Although NEUROG2 and presumably NEUROG3 bind as a

hetero-dimer with the E-box binding protein TCF3 to the Dll1

promoter ( Imayoshi and Kageyama, 2014 ), in our model NEU-

ROG3 activates Dll1 directly. 
• Because in D/N signaling the NICD acts in concert with MAML1

and RBPJ in a higher-order transcription complex ( Nam et al.,

2007 ), we specified NICD binding as a dimer to the Hes1 pro-

moter. However, if one wants to simulate the differentiation of

the Ptf1a expressing tip- into acinar cells, RBPJ as part of the

PTF1A complex and its replacement by RBPJL, which is induced

by this complex, has to be included ( Masui et al., 2007 ). The

RBPJL-PTF1A complex then induces the nuclear receptor gene

Nr5a2 , which is required for proper acinar differentiation ( Hale

et al., 2014 ). 
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Fig. 8. Hes1 negative feedback onto itself influenced by FGF10 in the standard GRN, in which NEUROG3 activates Dll1 and HES1 inhibits Neurog3 and itself. Fgf10 is expressed 

in the growth zone and decays slowly, which generates an FGF10 gradient along the growing duct that diminishes the Hes1 mRNA decay proportionally. The noise is 

introduced by a transcription stop during mitosis. (A) Reaction scheme for two neighboring cells. (B) Time course of Neurog3 mRNA expression in a ring of nine cells. (C) 

The snapshots show Neurog3 mRNA concentration as blue color intensity for each cell. Time points chosen are 1500, 2500, 3500, 4500, and 5500 min. 
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• While for somitogenesis simulations we had a clear picture

how Wnt3a signaling induces Dll1 and Notch1 in the presomitic

mesoderm ( Tiedemann et al., 2012 ), here we lack information

on such an influence. Although Wnt7b and Fgf10 operate in

pancreas development, elimination of Wnt7b did not abolish

the patterning of Neurog3 + cells ( Afelik et al., 2015 ). Moreover,

modeling the impact of Wnt7b and Fgf10 signaling on a net-

work of ducts growing into the mesenchyme is not simple. We

also neglected binding of PTF1A on the Dll1 promoter ( Ahnfelt-

Ronne et al., 2012 ). Instead, we used constant induction of Dll1

and Notch1 along the growing duct. 
• As mechanism for weakening the Hes1 negative feedback onto

its own promoter, binding of ID (inhibitor of DNA-binding) pro-

teins was proposed ( Bai et al., 2007 ), which might also in-

teract with the NEUROG3-binding partner TCF3 ( Imayoshi and

Kageyama, 2014 ). However, we refrained from including an Id

gene into our GRN and simulated instead a diminished action

of HES1 onto its own promoter by increasing the Hill threshold

for HES1 action in the function describing the Hes1 promoter. 
• Assuming an FGF10 gradient along the duct in our model does

not reflect the geometric complexities of a growing pancreas

during secondary transition. Instead it serves as a possible

mechanism how a stable pattern of NEUROG3 + cells in the

duct can be generated. Certainly, the low Neurog3 + ratio by this

 

simplified modeling seems to be unrealistic when compared to

the actual numbers observed during the secondary transition of

pancreas development ( Bankaitis et al., 2015 ). 
• A mesenchymal FGF10 signaling to the duct might exert ad-

ditional effects like a phosphorylation of downstream targets.

In neurogenesis, for example, phosphorylated NEUROG2 binds

to the Dll1 but not to the Neurod1 promoter, whereas non-

phosphorylated NEUROG2 binds to both promoters equally

( Imayoshi and Kageyama, 2014 ). 

.3. Other genes excluded from the simulation 

• Hes6 , induced by NEUROD1 ( Hoffman et al., 2008 ), inhibits Hes1

directly. Hence, a Neurog3 + cell, which induces Neurod1 , could

become inert to D/N signaling when NEUROD1 is expressed

long enough. This could be a mechanism to ensure the stable

Neurog3 and Neurod1 expression after Neurog3 + cells left the

epithelium and migrated into the mesenchyme where they are

possibly exposed to NOTCH3 signaling. However, Hes6 was only

detected at E14.5 in the duct epithelium ( Hoffman et al., 2008 ).
• Sox9 . Shih et al. (2012 ) suggested a GRN in which graded Notch

signaling regulates the generation of both the ductal and the

endocrine cell fates by Notch-activity dependent induction of
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s  
the Neurog3 repressor HES1 and the Neurog3 activator SOX9.

However, we did not completely include this in our GRN. 
• Mfng and Lfng . In mammalian systems, Lunatic fringe (LFNG),

Manic fringe (MFNG) and Radical fringe (RFNG) are known to

modify Notch receptors by O-fucosylation ( Shao et al., 2003 ).

While RFNG is not expressed in the pancreas, LFNG is found

only in ductal tips and Mfng seems to be dispensable for pan-

creas development ( Svensson et al., 2009 ). We therefore do not

take modification of NOTCH by LFNG into consideration. 

.4. Result interpretation and comparison to biological experiments 

Our model is a first step towards a more comprehensive un-

erstanding of pancreas development. We neglected several genes

ownstream or upstream of NEUROG3, for which more or less de-

ailed information already exists (for reviews see ( Cano et al., 2014;

hih et al., 2013 ) and references therein). Nevertheless, as long

s mutual inhibition between neighboring cells is guaranteed, our

imulations suggest that patterning by LI is independent from the

RN architecture. With appropriate weakening even the integra-

ion of a Hes1 negative feedback is possible. Summing up, our re-

ults argue for a general mechanism in terms of a ‘dynamical pat-

erning module’ ( Newman and Bhat, 2009 ) of oscillatory gene ex-

ression and D/N-mediated LI in several developmental processes

uch as neuronal differentiation ( Shimojo et al., 2011 ), intestinal

ineage specification ( Philpott and Winton, 2014 ) and the genera-

ion of pancreatic endocrine progenitors. 

The integration of a weakened Hes1 negative feedback onto

tself results in a new spatio-temporal pattern, coupling D/N-

ediated LI with oscillating cells surrounding stable Neurog3 +
ells. For neurogenesis, Bai et al. (2007 ) identified ID proteins that

ct on Hes1 negative-feedback autoregulation without affecting the

inding to other target genes . A similar mechanism might occur

uring the secondary transition of pancreatogenesis, where BMP4

nduces expression of Id2 in pancreatic epithelia ( Hua et al., 2006 ).

n lung development, Wnt7b signaling induces Bmp4 and Id2 in

rowing epithelial tips ( Rajagopal et al., 2008 ). However, the ge-

etic deletion of Wnt7b during pancreatogenesis does not influence

he differentiation of endocrine progenitors ( Afelik et al., 2015 ). 

Our simulations should be understood as toy models show-

ng the temporal and spatial expression of Neurog3 as depicted

chematically and reviewed by Pan and Wright (2011 ): a patchy

nd transient Neurog3 expression followed by a gradual appearance

f the characteristic LI-pattern. The coupling of growth and oscil-

ations has the effect that the duration of the oscillatory phase de-

ermines the distribution of endocrine progenitors. The longer the

scillatory phase lasts until stabilization, the more Neurog3 + cells

re located in the inner (e.g. developmentally older) parts of the

uct network. Recently, Bankaitis et al. (2015 ) showed that in the

nner part of the growing pancreas – characterized as ‘plexus’ by

he authors – the ratio of Neurog3 to Sox9 expressing duct cells is

pproximately 1:3, while in the outer part, characterized by ductal

ormation and growth, the ratio is much lower (ca. 1:10). How-

ver, too many unknown processes regarding plexus epithelializa-

ion and remodeling prevent us from demonstrating the full com-

lexity of pancreas formation, so a direct comparison to our sim-

lified model is difficult. Nevertheless, in our simulations the or-

er of magnitude of the ratio of Neurog3 + to negative cells seems

o agree with the findings of Bankaitis et al. (2015 ). So, contrary

o a recently published model on early pancreatic patterning by

e Back et al. (2013 ), we see no need to introduce a hypotheti-

al lateral-stabilization mechanism in parallel to LI to explain the

umber and scattered distribution of Neurog3 + cells, because the

parse occurrence of these cells in our model depends on which

art of the growing duct, developmentally older or younger, is ob-

erved. An advantage of our model with negative HES1-feedback
nto its own promoter could be seen in the occurrence of many

ells expressing low (weakly and fast oscillating) levels of Neurog3 ,

nstead of many cells expressing no Neurog3 at all, like in the other

odels. 

.5. Outlook 

Time- and single-cell resolved observations of pancreatogenesis

n vitro and in vivo might help to decide between our model, which

ncorporates the standard LI-mechanism plus growth and oscilla-

ory gene expression, and a model postulating additional lateral

tabilization ( de Back et al., 2013 ). For example, real-time imag-

ng of different reporter mice for potentially oscillatory genes could

e combined with conditional deletion in a temporal manner. In

his context, recent results from Shimojo et al. (2016 ) are of par-

icular interest, which showed oscillating DLL1 expression in somi-

ogenesis and neurogenesis . Such experiments might also clarify

hether a HES1 negative feedback onto its own promoter is ac-

ive in pancreatogenesis and influenced by Id and Bmp genes. Also

he action of PTFA1 on Dll1 ( Ahnfelt-Ronne et al., 2012 ) could be

ntegrated into the GRN of D/N, Hes1 and Neurog3 for further sim-

lations. Unsatisfying is the knowledge gap how the pancreatic

esenchyme signals through FGF10 and WTN7B to the duct ep-

thelium and whether there is reverse signaling between them as

escribed for lung development ( Volckaert and De Langhe, 2015 ).

ecently, Willmann et al. (2016 ) identified many novel regula-

ors that are differentially expressed in epithelial and mesenchy-

al compartments of the developing pancreas and which ulti-

ately should be included in a better simulation of progenitor

etermination. 

At present, we phenomenologically modeled the ablation of sta-

le Neurog3 + endocrine precursors from the duct. An extended

RN could therefore contain Snail2 as well as Ephrin-family mem-

ers to analyze the EMT ( Villasenor et al., 2012 ), which then en-

bles further differentiation. 

The fact that our ‘cells’ are incompressible prevented us from

xploring all possible scenarios for cell proliferation prior to pat-

erning. More realistic cell mechanics, which include movement

nd adhesion, should be a future goal. Likewise, the mutual in-

uence of D/N signaling and the cell cycle should be included. It

emains to be seen whether these shortcomings of our model can

ffect the occurrence of the predicted long-period oscillations. 

.6. Conclusion 

The results of our modeling effort s can be summarized as fol-

ows: 

• The typical salt-and-pepper pattern does not form at once but

with a substantial delay and initially only a few cells with sta-

ble Neurog3 expression depending on the GRN topology. 
• Instead, transient patches of Neurog3 + cells move along the

duct and disappear because only after a transient oscillatory

phase the cells settle in a stable LI pattern. So, there is no need

to postulate other processes in addition to D/N signaling. 
• Including a Hes1 negative self-feedback as assumed to be oper-

ating in neurogenesis allows the coexistence of stably Neurog3

expressing cells surrounded by oscillating Neurog3 expressing

cells with a smaller amplitude so long as the Hes1 self-feedback

is sufficiently weakened. 
• Hence, differences between D/N signaling in neurogenesis

and pancreatogenesis may be not grounded on different GRN

topologies but on different post-transcriptional regulation of

HES1 onto its own promoter. 

Our effort s demonstrate that oscillatory expression of Notch

ignaling components and LI during secondary transition of pan-
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creatogenesis seem to be not mutually exclusive to generate

Neurog3 + endocrine precursors. We are convinced that the most

important features of a realistic model are growth and the pos-

sibility of oscillatory gene expression, since growth can translate

temporally into spatial gene-expression differences and oscillatory

expression seems to be a general mechanism to keep progenitor

cells poised before lineage decision ( Kobayashi et al., 2009 ). 

In summary, modeling aspects of pancreatogenesis in silico

might help to design the right in vivo and in vitro experiments.

The results will then contribute to develop new differentiation pro-

tocols for functional beta cells that can be used for replacement

therapies. 

4. Methodology 

4.1. General features 

We model gene expression using the same methodology as de-

scribed in our previous work ( Tiedemann et al., 2007 ). This gene-

and cell-based simulation program solves differential equations de-

scribing a gene regulatory network and displays the concentration

of a selected gene product by color intensity in each cell (virtual

in situ staining). 

In the following, Hill functions of the form R h (x ) =
H 

h 
R 
/ ( H 

h 
R 

+ x h ) are used to describe an inhibiting influence of a

protein/transcription factor on gene expression. The Hill-coefficient

h is a measure for the cooperativity of repressor binding to the

promoter. H R is the threshold concentration of x, where inhibition

halves gene expression, while H A is the threshold determining

half-activation. To simulate activating gene action we use Hill

functions of the form A h (x ) = x h / ( H 

h 
A 

+ x h ) . If transcription factors

bind as homo-dimers, the Hill-coefficient is 2. 

To describe oscillating gene expressions, caused by a delay be-

tween gene expression and a negative feedback onto itself, essen-

tially two mathematical formalisms exist. Oscillations can be mod-

eled either with direct introduction of delayed arguments into dif-

ferential equations specifying the time used for gene transcription

and translation into protein, which results in a so-called delay-

differential equation system (e.g. see Lewis, 2003; Monk, 2003 ), or

with a transport-equations chain between different cell compart-

ments. We decided for the compartment model because with de-

lay models, which require more computer memory and are math-

ematically more difficult, we did not find a solution to combine

the delays with proliferation and the introduction of noise to make

the cells slightly different. If one wants to minimize the number of

transport equations/compartments and use of reasonably small Hill

coefficients, one has to introduce the saturated protein-decay term

in the nucleus as additional non-linearity ( Murray, 2002 ). We have

two compartments for mRNA in the nucleus and in the cytoplasm

(mN and mC) and three possible compartments for proteins: in the

nucleus, the cytoplasm, and the membrane (designated PN, pC, and

pM). 

The equations below describe the GRN generating Neurog3 pat-

terning. Mostly, we explicitly write down gene indices on the vari-

ables written on the right side of the equations only when they

refer to other genes. Otherwise they are suppressed. Decay-rate

units are in min 

−1 , concentration values are in arbitrary units. The

transcription and translation rates are designated as k and K, re-

spectively. The export rates start with the letter ‘e’, the degradation

rates with ‘d’, except the assumed non-linear protein degradation

in the nucleus that is characterized by G and F. 

Hes1 

d ( p C Hes1 ( t ) ) 

dt 
= K · mC ( t ) − dpC · pC ( t ) − epC · pC ( t ) 

+ epN · pN ( t ) 
d ( p N Hes1 ( t ) ) 

dt 
= epC · pC ( t ) − G · pN ( t ) 

F + pN ( t ) 
− epN · pN ( t ) 

d ( m C Hes1 ( t ) ) 

dt 
= emN · mN ( t ) − dmC · mC ( t ) 

d ( m N Hes1 ( t ) ) 

dt 
= k · H h ( t ) − dmN · mN ( t ) + emN · mN ( t ) 

The Hill function H h = R 3 ( p N Hes 1 ) · A 2 ( p N NICD ) with H A = 4 . 5

escribes the control of Hes1 transcription by the NICD. The in-

ibitory Hill function R 3 ( pN Hes1 ) with H R = 1 . 0 or higher is used

nly for the model with an additional HES1-negative feedback onto

ts own promoter, otherwise 1 replaces it. As Hes1 is a target of

/N signaling, the NICD acts as transcriptional co-factor on the

es1 promoter. Two complexes comprising NICD, MAML1 and CSL

ind as dimer to the Hes1 promoter ( Nam et al., 2007 ). There-

ore, we use a Hill-coefficient of 2 in the function describing the

ICD effect. For the decay rates of Hes1 protein and mRNA we use

he values already described ( Hirata et al., 2002 ). All production-,

ecay- and export rates (Table S1) are adopted from our previous

ublication on somitogenesis ( Tiedemann et al., 2012 ). 

eurog3 

d 
(

p C Neurog3 ( t ) 
)

dt 
= K · mC ( t ) − dpC · pC ( t ) − epC · pC ( t ) 

+ epN · pN ( t ) 

d 
(

p N Neurog3 ( t ) 
)

dt 
= epC · pC ( t ) − G · pN ( t ) 

F + pN ( t ) 
− epN · pN ( t ) 

d 
(
m C Neurog3 ( t ) 

)

dt 
= emN · mN ( t ) − dmC · mC ( t ) 

d 
(
m N Neurog3 ( t ) 

)

dt 
= k · H h ( t ) − dmN · mN ( t ) − emN · mN ( t ) 

Since HES1 suppresses Neurog3 , we chose H h = R 2 ( p N Hes 1 ) with

 R = 1 . 0 . Since NEUROG3 as a bHLH transcription factor has a half-

ife of 20–30 min like HES1, we use for Neurog3 the same decay

nd production rates as for Hes1. For a complete set of parameters

ee Table S1. 

NICD 

After binding of DLL1 to NOTCH1, the receptor is cleaved by

roteases and the NICD is transported from the cytoplasm into the

ucleus ( Rida et al., 2004 ). 

d ( p C NICD ( t ) ) 

dt 
= r DN · p M Dll1 ( t ) · p M Notch1 ( t ) − dpC · pC ( t ) 

−epC · pC ( t ) + epN · pN ( t ) 

d ( p N NICD ( t ) ) 

dt 
= epC · pC ( t ) − G · pN ( t ) 

F + pN ( t ) 
− epN · pN ( t ) 

p M Dll1 ( t ) = 

1 

n 

·
n ∑ 

p M Dll1 ( t ) , n = number of neighbors 

Here, r DN = 0 . 05 specifies the reaction rate between the

OTCH1 receptors and the DLL1 ligands on n neighboring cells.

M Notch1 denotes the NOTCH and pM Dll1 the DLL1 membrane-

rotein concentration, respectively. epC = 0 . 12 and epN = 0 . 6 con-

titute the export rates for the NICD from the cytoplasm to the

ucleus and vice versa, and dpC = 0 . 2 the cytoplasmic NICD-decay

ate. The rates describing the nuclear decay are F = 5 . 0 and G =
 . 0 . We assume an active transport of the transcription co-factor

ICD into the nucleus. So we chose its import rate to the nucleus

arger as the export rate (Table S1). 

Dll1 

Dll1 expression is dynamic in the presomitic mesoderm

 Maruhashi et al., 2005 ) and during neurogenesis ( Shimojo et al.,

011 ). We use two equations for Dll1 mRNA and protein, each in

he nucleus and the cytoplasm, because mathematics for negative-

eedback systems shows that usage of a transport-equation system
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ith at least three equations is necessary for the occurrence of an

scillatory behavior ( Murray, 2002 ). 

d ( p M Dll1 ( t ) ) 

dt 
= epC · pC ( t ) − epM · pM ( t ) − dpM · pM ( t ) 

−r DN · p M Notch1 ( t ) · pM ( t ) 

−r DNcis · p M Notch1 ( t ) · pM ( t ) 

d ( p C Dll1 ( t ) ) 

dt 
= K · mC ( t ) − dpC · pC ( t ) − epC · pC ( t ) 

+ epM · pM ( t ) − r DNcis · p C Notch1 ( t ) · pC ( t ) 

d ( m C Dll1 ( t ) ) 

dt 
= emN · mN ( t ) − dmC · mC ( t ) 

d ( m N Dll1 ( t ) ) 

dt 
= k · H h ( t ) − dmN · mN ( t ) − emN · mN ( t ) 

p M Notch1 ( t ) = 

1 

n 

·
n ∑ 

p M Notch1 ( t ) , n = number of neighbors 

In our standard model NEUROG3 activates Dll1 , wherefore we

et H h = A 2 ( p N Neurog 3 ) . In the alternative models, where HES1 sup-

resses Neurog3 , we set H h = R 2 ( p N Hes 1 ) . The rate constants are

et as in our previous publication ( Tiedemann et al., 2012 ) except

mC : K = 1 . 5 , dpC = 0 . 09 , epC = 0 . 1 , epM = 0 . 1 , dpM = 0 . 0 , dmC =
 . 006 , emN = 0 . 09 , dmN = 0 . 001 and k = 1 . 25 (Table S1). 

Notch1 

We assume Notch1 expression to be static. So we simplify the

escription by using one simple equation for the mRNA concen-

ration without differentiating between the nucleus and the cyto-

lasm. 

d ( p M Notch1 ( t ) ) 

dt 
= epC · pC ( t ) − epM · pM ( t ) − dpM · pM ( t ) 

−r DNcis · p M Dll1 ( t ) · pM ( t ) 

− r DN · p M Dll1 ( t ) · pM ( t ) 

d ( p C Notch1 ( t ) ) 

dt 
= K · m ( t ) − dpC · pC ( t ) − epC · pC ( t ) 

+ epM · pM ( t ) − r DNcis · p C Dll1 ( t ) · pC ( t ) 

d ( m Notch1 ( t ) ) 

dt 
= k − dm · m ( t ) 

p M Dll1 ( t ) = 

1 

n 

·
n ∑ 

p M Dll1 ( t ) , n = number of neighbors 

The values K = 1 . 5 , dpC = 0 . 2 , epC = 0 . 1 , epM = 0 . 0 , dpM = 0 . 1 ,

m = 0 . 02 and k = 0 . 5 are used for the rate constants (Table S1). 
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