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1 Further simulation scenarios
In addition to Section 4 of the main paper [1] a further simulation scenario was
conducted containing variables from different distributions which are partly cor-
related and with an interaction effect on the outcome. We also added an addi-
tional noise variable (which was not known/included for the training process.)

1.1 Design
Concretely we generated the data analogously to the other scenarios of Section
4.1 with the following changes.
The variables were generated as follows:

• X̃(1) ∼ N (0, 1)

• X̃(2) ∼ t(25)

• X̃(3) ∼ X̃(1) +N (0, 0.36)

• X̃(4) ∼ X̃(2) +N (0, 1.69)

• X̃(5) ∼ Ber(0.6)
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Figure 1a: Performance of correction
approaches for mixed distributed fea-
tures for logistic regression, measured
by AUC. All approaches perform signif-
icantly better than no correction except
for the modified SMOTE approach.
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Figure 1b: Performance of correction
approaches for mixed distributed fea-
tures for random forest, measured by
AUC. Only parametric IP bagging per-
forms significantly better than no cor-
rection.

• X̃(6) ∼ N (0, 1)

• X̃(7) = X̃(1) ∗ X̃(5)

Into our models we included X̃(j) for j = 1, . . . , 5, so that X̃(6) represents
noise for constructing Y and X̃(7) an interaction. The corresponding effects were
chosen to be β = (βe, β1, . . . , β7) = (0.5, 0.1,−0.12, 0.07, 0.05,−0.9, 0.07, 0.9).

1.2 Results
The performances for the simulation scenario for the four classifiers, logistic
regression, random forest, logistic regression with interaction terms, and naive
Bayes, are compared in Figure 1: We fit a linear model for the AUC as in-
fluenced by the correction method (dummy-coded, no correction as reference
category). The graphic depicts 95% confidence intervals for the respective coef-
ficients. The dotted line shows the intercept of the model, i.e. the mean AUC
for no correction.The blue coloured methods are newly proposed in this paper.
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Logistic Regression with interaction terms

Figure 1c: Performance of correction
approaches for mixed distributed fea-
tures for logistic regression with inter-
action effects, measured by AUC. All
approaches perform significantly worse
than no correction except parametric
IP bagging which is not significantly
different.
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Figure 1d: Performance of correction
approaches for mixed distributed fea-
tures for naive Bayes, measured by
AUC. Only IP bagging and modified
SMOTE perform significantly better
than no correction.
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