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Abstract

We give a Sturm-type comparison theorem and a convexity theorem for
difference equations. We apply the convexity results to discrete orthogo-
nal polynomials, such as the Hahn and Meixner polynomials by obtaining
estimates on the second difference of their zeros. We show that the cor-
responding theorems for g-difference equations also hold, and present the
results on the g-Laguerre polynomials.
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1 Introduction

Different forms of the Sturm comparison and convexity theorems play an
important role in oscillation theory since they were first published by Sturm
in the 1830’s [12]. For example, the theory of oscillation for partial differential
equations is mostly based on a generalized form of the Sturm comparison theo-
rem. It is believed that Sturm first proved the comparison theorem for difference
equations [2], nevertheless much of the related work done so far is on the con-
tinuous case for differential equations. There are analogues of the comparison
and convexity theorems for difference equations [8] and a notable recent work to
mention is a general form of the Sturm-Picone comparison theorem for higher
order delay difference equations that appeared in [3].
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The Sturm convexity theorem (a consequence of the comparison theorem)
for ordinary differential equations, first noted in [12], can be stated as follows.

Theorem. (Sturm convezity theorem, cf. [1]) Let y"(t) + F(t)y(t) = 0 be a
second-order differential equation in mormal form, where F is continuous in
(a,b). Let y(t) be a nontrivial solution in (a,b), and let x1 < ... < Tp < Ty <
... denote the consecutive zeros of y(t) in (a,b). Then

1. if F(t) is strictly increasing in (a,b), then Tpiro — Tpy1 < Tpt1 — Tk,
2. if F(t) is strictly decreasing in (a,b), then Tgia — Tg41 > Tpt1 — Tk

In terms of the forward difference operator the first condition means that
A2z = Tp40 — 22541 + 71 < 0 and the second condition means that A2z > 0.
Therefore, as an analogy, we say that the zeros are concave in the first case and
convex in the second.

The goal of this paper is to find an analogue of these convexity results for
solutions of difference and g-difference equations and apply them to orthogo-
nal polynomials as it was done in the continuous case in e.g. [1, 5, 7, 13]. It
is possible to carry over the classical proofs of the comparison and convexity
theorems directly to difference equations of the type A2y(t — 1) + F(t)y(t) = 0,
however this class of equations is too narrow. Note that any second order linear
differential equation can be transformed into the normal form, while a similar
transformation for general second order difference equations is — although possi-
ble — far too complicated, and it is impossible to determine the (monotonicity)
properties of the resulting coefficient function F'(t). It is more productive to
consider instead second order self-adjoint equations of the form

Alp(t = 1)Ay(t = 1)] +q(t)y(t) =0 (1.1)

with p(¢) > 0. As the following lemma shows, a solution of (1.1) can have only
”simple” zeros.

Lemma. (c¢f. [8, Lemma 6.1]) Let y(t) be a nontrivial solution of (1.1) with
y(to) = 0. Then y(to — 1)y(to +1) < 0.

For self-adjoint equations the discrete version of the Sturm separation theo-
rem holds. It is a statement about generalized zeros (cf. [8, Section 6.2]).

Definition. A solution y(t) of (1.1) has a generalized zero at to if either y(tg) =
0 or y(to — 1)y(to) < 0.

Theorem. (Sturm separation theorem) Two linearly independent solutions of
(1.1) cannot have a common zero. If a nontrivial solution of (1.1) has a zero
at t1 and a generalized zero at to > ti, then any other linearly independent
solution has a generalized zero in (t1,ts]. If a nontrivial solution of (1.1) has a
generalized zero at t1 and a generalized zero at to > t1, then any other linearly
independent solution has a generalized zero in [t1,t2].



We will also need the notion of ”disconjugacy”. It was introduced by Philip
Hartman in [4].

Definition. Equation (1.1) is called disconjugate on [a,b] if no nontrivial solu-
tion has two or more generalized zeros on [a,b]. Otherwise it is called conjugate.

For the pair of equations
Liy(t) = Alpi(t — 1)Ay(t — )] + ¢;(t)y(t) =0, i=1, 2

where p;(t) > 0 in [a,b+ 1], and ¢;(¢) is defined on [a + 1,b + 1], the statement
below is often called the Sturm comparison theorem for difference equations. It
is mostly used in oscillation theory.

Theorem. (Sturm comparison theorem, cf. [8, Theorem 8.12]) Assume that
q1(t) > q2(t) on [a+ 1,0+ 1] and p2(t) > p1(t) > 0 on [a,b+ 1]. If L1y(t) =0
is disconjugate on [a,b+ 2], then Loy(t) = 0 is disconjugate on [a,b+ 2].

In the following we give a new version of the Sturm comparison theorem,
and then state as a consequence a new convexity theorem. They allow to ob-
tain convexity results about the zeros of the solutions of self-adjoint difference
equations, similar to the continuous case. In Section 2 we deal with difference
equations and we apply the results to two families of discrete orthogonal poly-
nomials, the Hahn and Meixner polynomials. In Section 3 we state and prove
the corresponding results for g-difference equations and present the g-Laguerre
polynomials as an example.

2 The comparison and convexity theorems for
difference equations

Our main theorem is the following.

Theorem 1. For the following pair of second order difference equations,

Alpi(t = DAy = D]+ a()y(t) = 0, (2.1)
Alpa(t = 1)Az(t = )] + q2(D)2(t) = 0,

assume that pa(t) > p1(t) > 0 and g1(t) > g2(t) on [to, to+n], y(to) = z(to) = 0,
y(to+1) > 0 and z(to + 1) > 0. Suppose that y(to +2) > 0, y(to +3) >0, ...,
y(to+mn) >0 (n>2). Then z(to+2) >0, z(tg +3) >0, ..., z(to +n) > 0.

The theorem says that ”z(t) cannot change sign before y(t) does”.

Proof. Indirectly assume that y(to +2) > 0, y(to +3) > 0, ..., y(to +n) > 0,
and z(tg +2) > 0, 2(to +3) >0, ..., 2(to + k—1) > 0, z(tg + k) < 0, where
1 < k < n. Then z(t) has 2 generalized zeros on [tg, to+ k]. Therefore equation
(2.2) is conjugate on [tg, to + k]. According to the Sturm comparison theorem
equation (2.1) is also conjugate on [tg, to + k], i.e. it has a nontrivial solution



x(t) with at least two generalized zeros on [tg,to + k]. Since k < n, z(t) and
y(t) must be linearly independent. By the Sturm separation theorem x(tg) # 0.
Hence z(t) has two generalized zeros on [tg + 1, to + k]. But then y(¢) must also
have a generalized zero on [tg + 1,to + k], which is a contradiction. O

The following theorem could be considered as a possible version of the Sturm
convexity theorem for difference equations.

Theorem 2. Assume that, in equation (1.1) p(t) is monotone decreasing, q(t)
is monotone increasing on [to —n,to +n|, y(to) =0 and y(to + 1) > 0. Then if
y(to+2) >0, y(to+3) >0, ..., ylto+n) >0, then y(to— 1) <0, y(to —2) <0,
ceey y(t()*n) < 0.

The result can be interpreted as the first sign change to the left of ¢y can not
happen before the first sign change to the right of ¢5. Note that the assumptions,
according to the Lemma in the Introduction imply that y(to—1) < 0. Naturally,
the analogue of the theorem with p(t) increasing and ¢(t) decreasing also holds.

Proof. Let pa(t) = p(2tg —t — 1) and ¢2(t) = q(2tg — t). It is easy to see
that z(t) := —y(2tg — t) satisfies equation (2.2). Now from the monotonicity
assumptions it follows that on [tg, to+n], p2(t) > p(t) and g(t) > ¢2(t). Therefore
the statement follows from Theorem 1 above. O

Theorem 2 has a nice interpretation — in line with Sturm’s original convexity
theorem for differential equations — for continuous functions satisfying a self-
adjoint difference equation, whose consecutive zeros are more than 1 unit apart.
Although in this case we cannot conclude the actual convexity (or concavity) of
zeros, we still have an estimate for the second difference.

Definition 2.1. Let y(t) be a continuous function on an interval (a,b), and let
21 < ...< T < Tp1 < ... denote the consecutive zeros of y(t) in (a,b). Then

o if A%z < 1 for all k, the zeros of y(t) are called quasi-concave on (a,b),
o if A2z, > —1 for all k, the zeros of y(t) are called quasi-convex on (a,b).

Corollary 2.2. Let y(t) be a continuous function on an interval (a,b), and
let x1 < ... < xp < Tpg1 < ... denote the consecutive zeros of y(t) in (a,b).
Assume that Axy, > 1 for all k, and y(t) satisfies equation (1.1) on (a,b).

e If p(t) is monotone decreasing and q(t) is monotone increasing on (a,b),
then the zeros of y(t) are quasi-concave on (a,b).

e If p(t) is monotone increasing and q(t) is monotone decreasing on (a,b),
then the zeros of y(t) are quasi-convex on (a,b).

Proof. We only prove the first part, the proof of the second is analogue. Let
Zp+1 be a zero of y(t) in (a,b). Assume that y(xg+1+1) > 0, the other case being
analogous. Because of the assumption Az > 1, y(¢) must be positive between
ZTr4+1 and k41 + 1 as well. Choose n so that 41 +n < Ty < Tpq1 +n + 1.



Then y(zrr1+1), y(xrr1 +2), ..., y(xp+1 +n) are positive. Hence by Theorem
2, y(xrr1 — 1), y(zr+1 — 2), ..., y(xgs+1 — n) are negative. This, together
with the assumption Azy > 1 and the Lemma in the Introduction means that
Tk < g1 — n. On the other hand, by the choice of n, g4 — xpr1 < n+ 1.
Putting these two inequalities together gives A2z, < 1. O

Example 1. Hahn polynomials
The Hahn polynomials Q. (z; o, 8, N) are defined as (cf. [6], [9])

Qn(x;avﬂvN): 3F2(*7L,TL+O[+,3+1,*SC,O[+1,*N,1) n:071527"'7N'

They are orthogonal for « > —1 and § > —1 or a < —N and f < —N
with respect to a discrete weight, wy(z) = (O‘;FI) (5}{;1) with masses at x =
0,1,...,N. They have n simple zeros on (0, N), any two consecutive zeros
being more than one unit apart (cf. [10]). y(z) := Qn(z;, 5, N) satisfies the

difference equation
n(n+a+ B+ Dy(z) = Blx)y(z +1) - [B@) + D(@)y(x) + D)y — 1),

where B(x) = (t + a+1)(x — N) and D(z) = z(x — § — N — 1). Note that if
a, B>—1and 0 <z < N then B(z) <0 and D(x) < 0.

In order to apply the convexity theorem we have to bring the equation to
self-adjoint form. To this end multiply both sides by H:;é (B(s)/D(s+1)).
Then we have the form (1.1) with

_(O‘ + 1)z+1(_N)z+1

p(x) = AN,

and
(a + 1)1(_N)m

(=8 —N),
Here ( ), denotes Pochhammer’s symbol defined by

g(z)=nn+a+L+1)

(@), = (a)(a+1)...la+n—1)forn>1
(a)o = 1 when a #0.

In the following we assume that o + 8 > 0. Set

_ (ot DN and g := olN+1) 1).

Ca+f+2 a+ B

It is easy to see that p(z) is monotone increasing (p(z — 1) < p(x)) for x < #;
and decreasing for x > t1, and ¢(x) is increasing for x < to and decreasing for
x > to. Therefore, between t; and to, p and ¢ have opposing monotonicity, thus
here Theorem 2 (or its analogue) is applicable. Note that with our assumptions
0 < t; < N always holds, while ¢3 may also be negative or greater than N
depending on the choice of @ and 8. Whether ¢; is greater than ¢5 or not depends
on the sign of N(8 — ) — a(a + 8+ 2). The possible cases are summarized
below.



Proposition 2.3. Let a+ 8 > 0.The zeros of the Hahn polynomials
Qn(z;a, B, N) are quasi-convex or quasi-concave on certain intervals depending
on the parameter values as follows.

1. If =1 < a < 0 < 3 then the zeros are quasi-conver on (0,t1).

2. Let 0 < a< B. If N < o/ then the zeros are quasi-concave on (ti, N).If
a/f < N < ala+ B+2)/(8 — a) then the zeros are quasi-concave on
(t1,t2). If N > a(a+ B+ 2)/(8 — «) then the zeros are quasi-convex on
(t25 tl)

3. If =1 < B <0 < « then the zeros are quasi-concave on (t1, N).

4. Let 0 < B < a. If N < /B then the zeros are quasi-concave on (t1,N).
If N > «/pB then the zeros are quasi-concave on (t1,ts2).

Example 2. Meizner polynomials
The Meixner polynomials My, (z;b, ¢) are defined as (cf. [6], [9])

1
M, (z;b,¢) = oF1 (n, —x;b;1 — —) )
c

They are orthogonal for b > 0 and 0 < ¢ < 1 with respect to the weight
wo(x) = %cx with £ = 0,1,.... It is possible to obtain (quasi-)convexity
results for the zeros from difference equation, similar to the Hahn polynomials,
however, it is easier to use the limit relation between the Hahn and Meixner
polynomials. Taking & =b—1, 8§ = N(1 — ¢)/c in the definition of the Hahn
polynomials and letting N — oo, we get the Meixner polynomials:

1 _
lim Q, (m;b - 1,N—C,N) = M, (2;b,c).
C

N—o0

With these substitutions the limit of ¢; is be/(1 — ¢), the limit of t5 is (b —

1)e/(1=c).

Proposition 2.4. The zeros of the Meizner polynomials My, (xz;b, c) are quasi-
convex on

1. (o, ffc) ifb<1,

2. (M bC) ifb>1.

l—c ’1—c

The first case follows from Case 1. of Proposition 2.3 and the second case follows
from the last sub-case of Case 2. of Proposition 2.3.



3 The comparison and convexity theorems for
g-difference equations

The results in Section 2 can also be formulated for g-difference equations. The
g-difference operator is defined by (0 < ¢ < 1):

f(x) = flgx)
it (3.1)

Theorem 3. For the following pair of second order q-difference equations,

D(h1Dy)(q~'z) + fi(z)y(z) = 0 (3:2)
D(h2Dz)(q"'w) + fa(z)2(x) = 0

(Df) (x) =

assume that ha(qtzo) > h1(qtzo) > 0 and fi(qtxe) > fa(qixe) fort =0,1,...,n,
y(zo) = z(wo) = 0, y(gro) > 0 and 2(qxe) > 0. Suppose that y(q*zo) > 0,
y(q3x0) > 0, ..., y(¢"x0) > 0. Then z(q*xo) > 0, 2(¢3x0) >0, ..., 2(¢"wo) > 0.

Proof. We can transform equations (3.2) and (3.3) into difference equations.
With the substitution z = ¢*z¢ and Y (t) := y(¢'z0) equation (3.2) becomes

qh1(q¢'z0)Y (t + 1) + [(1 — ¢)*¢*'x¢ f1(¢"x0) — ¢*h1(q" ' 20) — gha(q'x0)]Y (2)
+ q2h1(qt_1x0)Y(t - 1) =0.

Since hy > 0, this equation is self-adjoint, and just like in Example 1, it can

be written in the standard form (1.1). For this multiply both sides by ¢~ *.

Then we have equation (2.1) for Y (t) with pi(t) = ¢'~*hi(¢'z0) and qi(t) =
(1 —q)2¢' 2% f1(¢'x0). We can transform (3.3) similarly and then the statement
of Theorem 3 follows from Theorem 1. O

We can also formulate the g-version of the convexity theorem. For that we
need the g-version of [8, Lemma 6.1], saying, basically, that a nontrivial solution
of a second order self-adjoint g-difference equation cannot have a ”double” zero.

Lemma 3.1. Assume that y(x) is a nontrivial solution of
D(hDy)(q~" @) + f(z)y(z) = 0. (3-4)
Assume that h(x) > 0 and y(zo) = 0. Then y(q~ xo)y(qro) < 0.
Proof. Since y(xg) = 0, we have from equation (3.4)
qh(a™" wo)y(q™ x0) + h(zo)y(gzo) = 0.

If y(g~tzg) = 0 or y(qxg) = 0, then y would be trivial. Hence the statement
follows from the positivity of h. O

In the following we assume that zo > 0.



Theorem 4. Let y(x) be a solution of (3.4) with h(x)/x monotone increasing
and x f(x) monotone decreasing on the set {x = q'xo | t = —n, —n—1,...,n}.
Assume that y(zo) = 0 and y(qro) > 0. Then if y(¢>xo) > 0, y(¢®wo) >0, ...,
y(q"x0) > 0 then y(q~'zo) <0, y(g %x0) <0, ..., y(g "x0) < 0.

Note that Lemma 3.1 implies that y(¢~'zg) < 0. The analogues of the
theorem with xg < 0 or the monotonicities reversed also hold.

Proof. Set

i =a ()3 (%) - (2)'(5),

Then z(z) := —y(x3/x) satisfies equation (3.3). It is easy to see that the
monotonicity assumptions on h and f guarantee that ha(x) > h(z) and f(z) >

fa(z) for & = q'mop, t = 0,1,...,n. Hence the statement follows from Theorem
3. O

We can also interpret this g-convexity theorem for continuous functions like
we did with Theorem 2. Now instead of the distance of the zeros, what matters
is the quotient on a g-logarithmic scale.

Definition 3.2. (¢f. [11]) Let y(x) be continuous on an interval (a,b) with
0 < a<b. We say that the zeros of y(x) are well separated if y(c) = y(d) =0
and ¢ < d implies that d/c > q1.

Definition 3.3. Let y(x) be a continuous function on an interval (a,b) with
0<a<b,andlet z1 < ... <zl < xpy1 < ... denote the consecutive zeros of
y(x) in (a,b). Then

o if wp/rK—1 > qriy1/xr for all k, the zeros of y(x) are called q-quasi-
concave on (a,b),

o ifxpi1/xk > qri/xK—1 for all k, the zeros of y(x) are called q-quasi-convex
on (a,b).

Remark 3.4. y(z) is g-quasi-concave (convex) if and only if y(¢~%) is quasi-
concave (conver).

With these notions we have the following consequence of Theorem 4. It can
be proved the same way from Theorem 4 and Lemma 3.1 as Corollary 2.2 from
Theorem 2, therefore the proof is omitted.

Corollary 3.5. Let y(x) be a continuous function on an interval (a,b) with
0<a<b, andlet z1 < ... <zl < xTfy1 < ... denote the consecutive zeros of
y(x) in (a,b). Assume that the zeros of y are well separated and y(x) satisfies
equation (3.4) on (a,b).

e If h(x)/x is monotone decreasing and xf(x) is monotone increasing on
(a,b), then the zeros of y(x) are q-quasi-concave on (a,b).



e If h(x)/x is monotone increasing and xf(x) is monotone decreasing on
(a,b), then the zeros of y(x) are q-quasi-convezr on (a,b).

Example 3. ¢-Laguerre polynomials

The g-Laguerre polynomials are defined through a basic hypergeometric function
(cf. [9]):

. i 4)n b1 (q—n,qa-‘rl;q; _qn+o¢+1x)
(¢ @)n

For the definition of basic hypergeometric functions or g-shifted factorials see
[6] or [9]. The g-Laguerre polynomials are orthogonal for v > —1 on (0, c0)
with respect to a discrete weight with masses at cg®, k € Z, where ¢ is any
positive number. From the orthogonality relation follows that they have n

a+1.
L (x5q) = la

simple positive zeros and they are well-separated (cf. [11]). y(x) := L%a)(x; q)
satisfies the g¢-difference equation

—q*(1 — ¢May(z) = ¢“ (1 + 2)y(qz) — [L+ ¢*(1 + 2)]y(z) + y(¢" "z).

Again, to apply the convexity results, we have to transform this equation in the
form (3.4). It can be achieved by multiplying both sides by 29! /(—z;¢)00. A
short calculation shows that then we have (3.4) with

e TR
hle) = RRAC el py cTa

(=45 @)oo
Now h(z)/x is a nonnegative function with lim, . h(z)/xz = 0. For —1 <
a < 0 it is monotone decreasing on (0,00). For a > 0, on the other hand
limg o h(x)/z = 0. Setting the logarithmic derivative equal to 0 gives the
equation

q'
1+ qgiz

=a. (3.5)

i=1
The left hand side of (3.5) is strictly monotone increasing from 0 to oo on (0, 00),
therefore there is exactly one positive solution, x = tp(«), which is strictly
increasing in «. Hence for o > 0 the function h(x)/z is monotone increasing on
(0,t0(c)) and decreasing on (to(a), 00). Similarly, the logarithmic derivative of

xf(z) is 0 when
i=0

Thus there is also exactly one = so(a) > 0 solving this equation, so that z f(z)
is monotone increasing on (0, sg(«)) and decreasing on (sgp(),00). Equation
(3.6) can also be written in the form

T

ql
— =a+ 1. 3.6
gz 7T (3.6)

1 = 'z
71—|—acjL 1+ ¢z
i=1

which, in comparison with (3.5) shows that to(a) < so(c). All this together
with Corollary 3.5 gives the following result.



Proposition 3.6. With the above notation the zeros of the q-Laguerre polyno-
mial L™ (x;q) are q-quasi-concave on

e (0,s0()) if -1 <a <0,

o (to(a), so()) if a > 0.
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