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Abstract

Purpose

The	objective	of	this	study	was	to	evaluate	the	image	degrading	factors	in	quantitative	177Lu	SPECT	imaging	when	using	both	main	gamma	photopeak	energies.

Methods

Phantom	measurements	with	two	different	vials	containing	various	calibrated	activities	 in	air	or	water	were	performed	to	derive	a	mean	calibration	factor	(CF)	for	 large	and	small	volumes	of	 interest	(VOIs).	 In	addition,	Monte	Carlo	simulations	were

utilized	to	investigate	the	effect	of	scatter	energy	window	width,	scatter	correction	method,	such	as	effective	scatter	source	estimation	(ESSE)	and	triple	energy	window	(TEW),	and	attenuation	map	on	the	quantification	of	177Lu.	Results:	The	measured	mean

CF	using	large	and	small	VOIs	in	water	was	4.50 ± 0.80	and	4.80 ± 0.72 cps MBq−1,	respectively.	Simulations	showed	a	reference	CF	of	3.3 cps MBq−1	for	the	water-filled	phantom	considering	all	photons	excluding	scattered	events.	By	using	the	attenuation	map



1	Introduction
A	number	of	177Lu-labeled	peptides	for	targeting	prostate	cancer	like	177Lu-labeled	RGD-BBN	heterodimeric	peptide,	177Lu-labeled	GRP-R	Agonist,	and	177Lu-labeled	PSMA	I&T	(I&T	for	imaging	and	therapy)	was	recently	investigated	[1–4].	177Lu	is	a	beta	emitter

and	is	used	for	radionuclide	therapy.	In	addition,	it	emits	gamma	rays	which	can	be	detected	by	SPECT/CT	for	imaging	the	distribution	of	177Lu	over	time	in	tumors	or	other	organs	and	further	for	estimating	the	absorbed	doses	of	individual	organs	[5,6].	In	quantitative

SPECT	imaging,	a	calibration	factor	(CF)	is	required	to	convert	obtained	counts	to	radioactivity.	This	factor	depends	on	the	type	of	collimator,	the	sensitivity	of	the	camera	for	the	applied	energy	windows,	and	the	effects	of	attenuation	and	scatter.	Since	177Lu	has	two

gamma	photopeaks	in	its	energy	spectrum,	the	image	acquisition	and	reconstruction	parameters	depend	on	the	choice	of	primary	energy	windows.

Protocols	for	177Lu	targeted	therapy	were	reported	by	the	Medical	Internal	Radiation	Dose	(MIRD)	Committee	of	the	Society	of	Nuclear	Medicine	and	the	International	Atomic	Energy	Agency	[6–8].	The	MIRD	committee	emphasized	in	pamphlet	No.	23	that	during

the	calibration	phantom	measurement,	the	experimental	conditions	should	be	close	to	the	clinical	setting	representing	the	attenuation	and	scattering	situation	[6].	Recently,	the	MIRD	committee	suggested	in	pamphlet	No.	26,	that	the	use	of	medium	energy	collimator	for

both	gamma	photopeak	energies	is	suitable.	The	authors	suggested	20%	and	15%	width	for	the	main	energy	windows	(centered	on	the	photopeak	energy)	for	208	and	113 keV,	respectively.	It	is	concluded	that	the	ratio	of	scattered	photons	to	total	photons	acquired	for
the	113 keV	energy	window	is	much	higher	than	for	the	208 keV	energy	window	[8].

CF	calculated	based	on	reconstruction	parameters,	e.g.	 the	attenuation	correction,	scatter	correction	(SC)	and	collimator	detector	 response	(CDR)	compensation,	were	previously	 investigated	 [5,7–23].	Sanders	et	al.	 [5]	used	different	spheres	with	different

volumes	(0.5 ml–16 ml)	considering	both	photopeak	energies	of	177Lu	(208 keV	and	113 keV)	and	demonstrated	that	the	sensitivity	depends	on	the	choice	of	the	photopeak	window,	with	a	higher	sensitivity	in	the	lower	photopeak	energy.	Sandström	et	al.	[14]	calculated	the
sensitivity	factor	using	an	elliptical	water	phantom	including	a	spherical	source	with	100 ml	volume	containing	1 GBq	of	177Lu	and	concluded	that	the	small	VOI	method	can	reduce	the	partial	volume	effect.	Hippeläinen	et	al.	[15]	studied	the	effect	of	compensation	methods
on	the	recovery	coefficient	(RC)	using	the	high	photopeak	energy	of	177Lu.	They	applied	different	combinations	of	correction	methods	and	concluded	that	by	applying	the	collimator	detector	response	(CDR)	compensation,	RC	is	intensely	improved	compared	with	applying

only	the	attenuation	correction	(AC).	Moreover,	Mezzenga	et	al.	 [22]	 investigated	 the	correlation	between	the	object	size,	3D-OSEM	algorithm,	and	the	 image	noise.	To	 improve	 the	calibration	accuracy,	 they	suggested	a	 large	uniform	phantom	should	be	used	as	a

reference	geometry.	D'Arienzo	et	al.	[16,23]	suggested	that	using	the	208 keV	photopeak	energy	of	177Lu	could	result	in	sufficient	accuracy	of	CF	[16].	They	validated	using	transmission-dependent	convolution	subtraction	correction	algorithm	for	scattering	correction	[23].
Nijs	et	al.	[13]	applied	the	triple	energy	window	(TEW)	method	and	reported	that	the	TEW	is	noise	sensitive	and	the	use	of	wider	windows	is	more	stable.	It	was	shown	that	using	the	effective	scatter	source	estimation	(ESSE)	and	both	gamma	photopeak	energy	windows

results	in	a	better	SC.	Furthermore,	Uribe	et	al.	[17]	applied	the	TEW	and	the	analytical	photon	distribution	interpolated	(APDI)	techniques	as	two	different	SC	methods	and	found	that	in	absence	of	background,	the	TEW	technique	causes	under/overestimation	of	the

activity	for	small/large	spheres	and	recommended	the	APDI	SC	method	for	lesions	in	non-uniform	attenuation	areas.

In	addition	to	the	experimental	measurements,	Monte	Carlo	simulations	are	used	to	validate	quantitative	SPECT/CT	imaging,	to	evaluate	the	sensitivity	of	modelling,	to	optimize	acquisition	parameters,	and	to	estimate	the	3D	distribution	of	radioactivity	in	organs

[24–30].	Physical	factors	such	as	CDR,	attenuation	and	scatter	compensation	can	be	studied	by	modeling	their	effects	in	the	reconstruction	algorithm	[31,32].	Uirribe	et	al.	[29],	by	using	GATE,	modeled	the	physics	of	the	bremsstrahlung	emissions	of	177Lu	within	a	cylinder

phantom.	They	showed	negligible	contribution	of	these	photons	to	the	final	image.	Moreover,	Costa	et	al.	[30]	evaluated	and	proposed	three	methods	to	reduce	simulation	time	with	GATE.	Among	the	various	open	source	codes	for	simulation,	the	Monte	Carlo	simulation

code	SIMIND	[33]	is	used	for	standard	clinical	SPECT	cameras.

Besides	the	simulation	and	the	phantom	studies,	the	impact	of	image	quality	and	image	registration	on	the	image-based	dosimetry	has	also	investigated	in	a	number	of	publications.	For	instance,	Grassi	et	al.	[34]	showed	the	effect	of	the	applied	registration

algorithm	on	the	dosimetry	calculations,	and	suggested	using	deformable	image	registration	in	clinical	practice.

The	activity	quantification	of	177Lu	was	mostly	studied	for	the	higher	gamma	photopeak	energy	and	only	up	to	two	different	scatter	energy	window	(SW)	widths	have	been	applied	in	previous	studies.	In	addition,	the	effect	of	SW	width	on	the	CF	for	both	gamma

photopeak	energies	has	not	yet	been	investigated.	Moreover,	the	influence	of	the	attenuation	map	on	the	CF	was	not	yet	evaluated	numerically	for	the	weighted	energy	of	177Lu	and	each	of	the	main	gamma	photopeak	energies.	In	many	implementations,	only	the	TEW

method	is	offered	for	SC.	Therefore,	in	the	present	work,	by	applying	SIMIND,	the	effect	of	scatter	energy	window	widths,	SC	method,	and	attenuation	map	at	four	energies	(113,	175,	190,	and	208 keV)	was	investigated	on	the	CF	calculation.	To	investigate	the	impact	of
object	size	and	VOI	definition	on	SPECT	image	data	of	177Lu,	phantom	measurements	were	performed	and	the	CF	was	calculated.	Both	photopeak	energies	were	applied	for	simulations	and	experimental	measurements.

generated	for	190 keV	photons,	the	calculated	CFs	for	113 keV	and	208 keV	are	10%	lower	than	by	using	the	weighted	mean	energy	of	175 keV	for	177Lu.	The	calculated	CF	using	the	TEW	correction	was	17%	higher	than	using	the	ESSE	method	for	a	water-
filled	phantom.	However,	our	findings	showed	that	an	appropriate	scatter	window	combination	can	reduce	this	difference	between	TEW	and	ESSE	methods.

Conclusions

The	present	work	implies	that	choosing	a	suitable	width	of	scatter	energy	windows	can	reduce	uncertainties	in	radioactivity	quantification.	It	is	suggested	to	generate	the	attenuation	map	at	113 keV	and	208 keV,	separately.	Furthermore,	using	small	VOIs
is	suggested	in	CF	calculation.

Keywords:	177Lu;	SPECT/CT;	Scatter	window;	Scatter	fraction;	Attenuation	map;	Calibration	factor



2	Materials	and	methods
2.1	Phantoms

In	this	work,	a	NEMA	IEC	body	phantom	(Model	PET/IEC-BODY/P)	[35]	was	used	with	9.7 l	capacity	as	a	body.	Two	different	vials,	one	of	a	medium	volume	(180 ml)	and	one	small	volume	(25 ml),	were	inserted	to	represent	a	kidney	and	a	lesion,	respectively

(Fig.	1).	For	each	measurement,	the	position	of	the	vial	inside	the	phantom	was	chosen	to	ensure	the	same	geometrical	imaging	situation	relative	to	the	camera	head.	The	vial	with	medium	volume	was	an	oval	shaped	bottle	with	8 cm	height	(wall	thickness	0.04 cm),	and

the	small	one	was	a	cylinder	with	5 cm	height	and	3.2 cm	diameter.	This	specific	volume	of	180 ml	was	chosen	because	the	average	volume	of	a	kidney	measured	from	six	patient	CT	data	sets	was	180 ± 26.5 ml.	The	phantom	was	either	filled	with	water	or	air,	and	the

small	or	the	medium	vial	was	fixed	to	the	bottom	of	the	phantom.	To	study	the	influence	of	the	activity	concentration	of	the	source	vials	on	the	CF,	the	calibration	process	was	repeated	seven	times	with	5	different	activities	of	177Lu	(Table	1).	Two	measurements	were

performed	with	activity	concentration	ratios	of	1:70	and	1:68	between	background	and	vial.	Activity	was	measured	with	a	Capintec	CRC-15R	Dose	Calibrator	(Pittsburgh,	PA).

Table	1	Configuration	of	the	phantom	measurements	and	177Lu	activities	inside	the	vials	used	for	the	CF	calculation	(distinct	CF	calculation	was	performed	for	each	of	the	photopeak	energy	windows).

Phantom	measurement NEMA	IEC	Phantom	medium Vial	volume	(ml) Calibrated	activity	inside	the	vial	at	the	time	of	measurement	(MBq) Activity	concentration	(MBq ml−1) Calibrated	activity	in	phantom	(background)	(MBq)

A Air 25 641.3 25.7 NA

B Water 25 641.3 25.7 0

C Water 25 72.5 2.9 0

D Water 25 32.4 1.3 0

E Water 180 437.2 2.4 0

F Water 180 437.2 2.4 1:70

G Water	(see	F,	after	7 days) 180 234.5 1.3 1:68

NA:	Not	Applicable.

2.1.1	Data	acquisitions
All	 acquisitions	were	 performed	 on	 a	SIEMENS	SPECT/CT	 (SYMBIA	T6)	 at	 the	Nuclear	Medicine	Department	 of	 Klinikum	Rechts	 der	 Isar,	 TU	Munich,	Germany	with	 a	medium	 energy	 collimator.	 The	main	 parameters	 of	 the	 clinical	 settings	 for	 SPECT	 acquisition	 and	 image

reconstruction	can	be	found	in	Table	2.	The	images	were	reconstructed	by	an	ordered	subset	expectation	maximization	(OSEM)	algorithm	[31]	which	was	implemented	by	the	vendor	(Siemens	Healthcare),	and	CDR	compensation	was	included	in	the	OSEM	algorithm	[36].	Attenuation	correction

was	performed	based	on	CT	images	and	the	attenuation	map	was	created	for	a	gamma	energy	of	190 keV	(81Kr	in	vendor	software).	The	TEW	correction	method	[32]	was	applied	for	the	two	main	gamma	photopeak	energy	windows	of	177Lu:	113 keV	and	208 keV.

Fig.	1	Siemens	Symbia	T6	SPECT-CT	with	NEMA	IEC	body	phantom	filled	with	water	including	a	vial	with	25 ml	volume	(calibrated	activity	of	651 MBq).



Table	2	SPECT	acquisition	and	reconstruction	parameters	(clinical	settings).

Acquisition

Collimator ME

Matrix 128 × 128
Scan	arc	(°) 180

Number	of	projections 90

Pixel	size	(mm2) 4.8 × 4.8
Dwell	time	(sec) 10

Photopeak	main	energy	windows:	Photopeak	1,	Photopeak	2 113 keV ± 10%	width,	208 keV ± 6%	width
Scatter	energy	windows	(SWs):	Photopeak	1,	Photopeak	2 92.4 keV ± 10%	width	(LSW)a,	131.6 keV ± 6.5%	width	(USW)b,	183.6 keV ± 6.2%	width	(LSW),	230.8 keV ± 4.5%	width	(USW)

Reconstruction

Method Flash	3D	(Siemens)

Corrections AC,	SC	(TEW),	and	CDR

Iteration/Subsets 15i/8ss

Transverse	reconstructed	matrix 128 × 128
Filter	post	reconstruction Gaussian	12 mm
(LSW)a:	lower	scatter	window;	(USW)b:	upper	scatter	window.

2.1.2	Determination	of	calibration	factor	in	measurements
The	total	counts	are	normally	obtained	from	a	VOI	defined	in	the	images.	Then	the	CF	expressed	in	units	of	counts	per	second	(cps)	per	MBq	can	be	calculated	as:

where	C	is	the	total	count	rate	within	the	VOI	in	the	images	(cps);	A	is	the	calibrated	activity	(MBq)	at	the	measurement	time	within	the	individual	VOI	(large,	small).

In	our	measurements,	the	VOIs	were	delineated	in	two	ways:	(1)	A	large	volume	which	covered	the	known	geometrical	size	of	each	vial;	and	(2)	A	small	spherical	volume	at	the	center	of	each	vial	(i.e.	15%	volume	of	each	vial:	3.75 ml	for	small	vial	and	27 ml	for	medium	one)	to	reduce

the	influence	of	the	partial	volume	effect	at	the	edge	of	the	vial	[37].	The	value	of	count	rates	found	in	the	large	and	small	volume	is	denoted	as	CL	and	CS	in	the	following:

CL = Total	count	rate	inside	the	large	VOI	covering	the	whole	organ,	and

CS = Maximum	count	rate	found	within	the	small	VOI	 number	of	voxels	within	the	small	VOI.

The	VOI	was	defined	by	using	PMOD	software	(PMOD	Technologies	LLC,	Zurich).	For	each	of	the	photopeak	energy	windows	and	for	the	medium	and	small	vial,	the	CF	was	calculated,	independently,	resulting	in	14	values	of	CF	for	small	and	large	VOIs,	separately.	Afterwards,	by

using	the	results	of	phantom	measurements	in	water	as	listed	in	Table	1	(B–G),	a	mean	calibration	factor	(mCF)	for	large	and	small	VOIs	was	calculated	and	the	relative	uncertainty	(D%)	of	mCF	was	calculated	as	a	ratio	of	the	difference	between	calibrated	activity	and	measured	activity	using:

The	activity	is	the	activity	in	the	used	volume	of	interest.

2.2	Monte	Carlo	simulations

(1)

		×	

(2)



In	this	work,	the	Monte	Carlo	simulation	code	SIMIND	 [18]	was	utilized	to	generate	source	distributions	which	are	similar	to	our	phantom	measurements	and	to	analyze	the	factors	affecting	reproducibility	of	the	CF.	In	the	simulation,	a	9.7 l	cylinder	phantom

containing	a	25 ml	vial	with	650 MBq	of	177Lu	was	used.	To	cover	the	principal	energies	needed	for	imaging,	the	full	energy	spectrum	of	177Lu	from	54 keV	to	250 keV	was	used	in	the	simulation.	In	addition,	a	NaI(Tl)	crystal	with	1.54 cm	thickness	and	a	medium	energy

collimator	were	used	in	the	simulation	to	mimic	the	detector.	The	energy	resolution	of	the	gamma	camera	was	set	to	9%	FWHM	at	140 keV,	and	the	number	of	simulated	projections	was	set	to	128	in	a	360°	full	rotation	mode.	All	images	were	reconstructed	by	using	the

OSEM	algorithm	which	including	the	CDR	function,	AC	and	SC	as	in	the	experimental	study.

A	full	CDR	function	was	generated	by	simulating	a	point	source	in	various	distances	from	the	surface	of	the	collimator	(2,	5,	10,	15,	20,	30,	40,	and	60 cm)	using	the	clinical	setting	for	the	main	photopeak	energy	windows	of	177Lu	(113 keV	with	20%	width	and

208 keV	with	12%	width).	AC	was	performed	by	using	an	attenuation	map	derived	from	a	CT	study	as	suggested	by	the	MIRD	guideline	[8].	Because	the	AC	for	177Lu	depends	on	the	scaling	between	transmission	and	emission	energies,	different	attenuation	maps	were

generated	at	190 keV	(which	was	used	 in	 the	clinical	setting	as	default	energy),	113 keV,	208 keV,	and	at	 the	weighted	energy,	 i.e.	175 keV,	of	 177Lu	 [38].	Calibration	 from	Hounsfield	units	 to	attenuation	coefficient	was	made	by	scaling	 the	units	 related	 to	 the	main

photopeak	energy	and	the	phantom	medium.	For	this	purpose,	a	bilinear	model	that	describes	the	linear	attenuation	coefficient	conversion	ratio	for	air-and-water	and	water-and-plexiglass	was	used	[39]:

where:	CTH.U	is	the	value	of	CT	number	in	Hounsfield	unit,	μ	(cm−1)	is	the	attenuation	coefficient	for	emission	energy	(E),	and	 s	the	effective	x-ray	photon	energy.

In	addition,	the	relative	uncertainty	of	calculated	CFs	when	applying	the	AC	at	the	above	mentioned	energies	were	determined.

As	a	reference,	a	CF	was	calculated	for	simulations	in	which	only	non-scattered	events	were	taken	into	account,	and	the	AC	was	applied	using	an	attenuation	map	at	the	energy	of	190 keV.	For	estimating	SC,	the	TEW	correction	for	the	relevant	main	energy

windows	was	applied,	or	the	effective	scatter	source	estimation	(ESSE).	In	order	to	use	ESSE,	two	scatter	kernels	(normalized	scatter	kernel,	and	scatter	attenuation	coefficient	kernel)	as	the	pre-calculated	point-spread	functions	were	needed	[27].	These	kernels	were

computed	by	using	the	SIMIND	code	and	were	then	combined	for	further	use	in	image	reconstruction.

In	our	simulation,	various	scatter	windows	were	applied	in	addition	to	the	main	windows	at	208 keV	and	113 keV	(see	Table	4	 in	results	section).	The	effect	of	the	scatter	window	width	on	the	TEW	method	was	studied	by	varying	the	lower	and	upper	scatter

windows.	To	investigate	the	accuracy	of	the	SC,	for	all	combinations	of	scatter	energy	windows,	the	scatter	fraction	(SCF)	was	determined	and	compared	to	the	actual	scatter	fraction	(ASCF).	The	SCF	was	calculated	for	each	of	the	scatter	energy	windows	(Table	4)

following	MIRD	No.	26	[8].

The	ASCF	was	determined	as	following:

3	Results
3.1	Phantom	measurements

The	results	of	calculated	CFL	in	phantom	measurements	by	using	large	VOIs	in	water	with	different	activity	concentrations	in	two	volumes	are	shown	in	Fig.	2.	For	the	25 ml	vial	with	varying	activity	concentrations	(1.3,	2.9	and	26 MBq ml−1),	CFL	 in	water	was

about	1.50 ± 0.08 cps MBq−1	and	2.20 ± 0.10 cps MBq−1	for	the	113 keV	and	the	208 keV	photopeak	energy,	respectively.	For	the	180 ml	vial	with	1.3	and	2.4 MBq ml−1	activity	concentrations,	this	factor	was	2.30 ± 0.06	and	3.00 ± 0.10 cps MBq−1	for	low	and	high	photopeak

energies	(Fig.	2).	By	taking	into	account	both	photopeak	energies,	the	calculated	CFL	for	the	180 ml	vial	was	37%	higher	than	that	for	the	25 ml	vial.	The	average	mCFL	across	energy	windows	and	vial	size	was	4.50 ± 0.80 cps MBq−1.	The	CFL	for	the	25 ml	and	180 ml	vials

with	the	same	activity	concentration	(1.3 MBq ml−1)	showed	the	partial	volume	effect.	By	using	the	180 ml	vial	only,	the	CFL	was	higher	compared	to	the	small	vial	by	55%	and	38%	for	113 keV	and	208 keV	photopeak	energies,	respectively.

(3)

(4)

		Eeff	

(5)

(6)



By	using	small	VOIs,	for	the	25 ml	vial,	the	CFS	was	1.60 ± 0.04 cps MBq−1	 for	the	low	photopeak	energy	and	2.50 ± 0.02 cps MBq−1	 for	the	higher	photopeak	energy.	The	value	of	CFsS	 for	the	180 ml	vial	was	2.30 ± 0.08	and	3.10 ± 0.01 cps MBq−1	 for	113	and

208 keV	photopeak	energies,	respectively.	The	mean	CFS	(mCFS)	for	6	phantom	measurements	in	water	for	both	photopeak	energies	was	4.80 ± 0.72 cps MBq−1	(Fig.	3).	It	was	observed,	that	for	the	same	activity	concentration,	the	calculated	CFS	for	the	180 ml	vial	were

32%	and	26%	higher	than	that	for	the	small	vial	at	the	113	and	208 keV	photopeak	energies,	respectively.

The	results	of	activity	quantification	using	a	mean	CF	are	shown	in	Table	3.	For	the	large	VOIs,	the	relative	uncertainty	of	measured	activity	for	the	25 ml	and	180 ml	vials	(in	the	absence	of	the	background)	was	−17.6%	and	+21%.	However,	by	using	the	small

VOIs,	D	was	reduced	to	−7.8	and	+6%	for	the	25 ml	and	180 ml	vials,	respectively.

Table	3	Phantom	quantification	using	mean	calibration	factor	(mCF)	based	on	two	different	VOI	definitions.

Phantom	measurement	(refer	to	Table	1) Calibrated	activity	at	the	time	of	measurement	(MBq) Measured	activity	(MBq)	by	SPECT	using	mCF	from	large	VOI Measured	activity	(MBq)	by	SPECT	using	mCF	from	small	VOI

A 641.3 528.5	(D = −17.6%) 591.37	(D = −7.8%)
E 437.2 527.4	(D = +21%) 463.48	(D = +6%)
*D	represents	the	difference	of	measured	activity	and	calibrated	activity.

Table	4	Simulation:	scatter	fraction	(SCF)	and	calibration	factor	(CF)	for	different	scatter	energy	windows	(SWs).

Combination Lower	scatter	window	(keV) Upper	scatter	window	(keV) SCF CF

Fig.	2	The	calculated	calibration	factor	(CFL)	for	six	phantom	measurements	in	water	by	using	large	volume	of	interest	(VOI)	for	each	photopeak	energy	windows	with	various	activity	concentrations	of	177Lu.	Filled	symbols:	25 ml	vial	representing	a	lesion.	Open	symbols:	180 ml	vial	representing	a	kidney.	Black	line:	mean	value

of	calibration	factors	(mCFL)	for	all	phantom	measurements	for	both	photopeak	energies.

Fig.	3	The	calculated	calibration	factor	(CFS)	for	six	phantom	measurements	in	water	by	using	small	volume	of	interest	(VOI)	for	each	photopeak	energy	windows	with	various	activity	concentrations	of	177Lu.	Filled	symbols:	25 ml	vial	representing	a	lesion.	Open	symbols:	180 ml	vial	representing	a	kidney.	Black	line:	mean

value	of	calibration	factors	(mCFS)	for	all	phantom	measurements	for	both	photopeak	energies.



Scatter	energy	windows	for	the	113 keV	photopeak	energy
1	(clinical	setting) 84–100.8 123.2–140 0.29 1.90

2 84–100.8 123.2–175 0.28 2.00

3 74–100.8 123.2–140 0.42 1.70

4 74–100.8 123.2–150 0.39 1.80

5 74–100.8 123.2–170 0.29 2.00

6 54–100.8 123.2–133.2 0.43 1.70

7 54–100.8 123.2–170 0.30 1.80

8 54–100.8 123.2–140 0.43 1.70

9 90.8–100.8 123.2–133.2 0.29 2.00

Actual	scatter	fraction	(ASCF):	0.66
CF	reference:	1.37 cps MBq−1

Scatter	energy	windows	for	the	208 keV	photopeak	energy
1	(clinical	setting) 172.2–195 220.48–241.28 0.13 2.00

2 142–195 220.4–271.2 0.13 2.00

3 162–195 220.4–251.4 0.13 2.00

4 190–195 220.48–225.48 0.17 1.80

Actual	scatter	fraction	(ASCF):	0.28
CF	reference:	1.87 cps MBq−1

The	width	of	the	main	photopeak	energy	window	in	all	combinations	was	100.8 keV–123.2 keV	and	195 keV–220.4 keV	for	113	and	208 keV	photopeak	energies,	respectively.

3.2	SIMIND	simulation	results
AC,	which	was	based	on	175	and	190 keV	 instead	of	113 keV,	 for	 the	 low	photopeak	energy,	 caused	differences	of	−23%	and	−30%	 in	CF	calculation,	 respectively.	 For	 the	high	photopeak	energy,	 this	 difference	was	24%	and	12%	 for	 175	and	190 keV,

respectively.	The	reference	CF	for	the	phantom	filled	with	water	considering	all	detected	photons	excluding	scattered	events,	and	the	AC	based	on	190 keV	was	3.30 cps MBq−1.	Using	the	ESSE	method	applied	to	all	detected	photons,	the	CF	in	water	and	air	were	3.40

and	3.20 cps MBq−1,	respectively.	However	by	using	TEW,	the	CF	was	17%	higher	in	the	water-filled	phantom	(4.00 cps MBq−1)	and	about	6%	lower	in	air	(3.00 cps MBq−1)	in	comparison	to	the	ESSE	method	(Fig.	4).	In	Table	4,	for	each	photopeak,	the	calculated	SCF	and

CF	for	each	scatter	energy	windows	are	given.	It	was	observed,	that	the	clinical	setting	causes	−56.1%	and	−54.8%	inaccuracy	in	the	scattered	photon	estimation,	for	the	113	and	208 keV	photopeak,	respectively.	Our	results	showed	that	for	the	113 keV	photopeak,	if	the

width	of	the	LSW	is	about	3	times	wider	than	the	clinical	setting,	the	inaccuracy	will	be	reduced	to	−34%.



4	Discussion
As	expected,	it	can	be	concluded	that	the	calculated	SPECT/CT	CF	depends	on	the	object	size,	attenuation	map,	and	choice	of	SW.

4.1	Calibration	factor	from	phantom	measurements
The	results	of	our	phantom	measurements	showed	that	different	activity	concentrations	in	the	same	volume	of	vials,	with	or	without	background,	do	not	affect	the	CF	(Figs.	2	and	3).	However,	there	is	a	difference	in	the	calculated	CFL	and	CFS,	using	the	same

activity	concentration	for	objects	with	different	volumes.	It	was	observed	that	for	the	vial	with	180 ml	volume,	the	CFL	and	CFS	considering	both	photopeak	energy	contributions	was	46	and	30%	higher	than	for	the	small	vial.	This	confirms	the	effect	of	object	size	on	CF

calculation,	and	hence	on	activity	quantification.

It	was	observed,	that	compared	to	the	small	VOI,	using	a	large	VOI	for	calibration	causes	uncertainty	of	activity	for	a	small	or	 large	object	(see	Table	3).	Hence,	 it	could	be	concluded	that	by	using	the	small	VOI,	the	effect	of	partial	volume	may	be	reduced

compared	to	the	large	VOI.	Dewaraja	et	al.	[6]	also	described	an	underestimation	of	measured	activities	on	a	voxel	level	for	small	objects.	Using	the	small	VOI	in	the	mCFS	will	reduce	the	uncertainty	in	activity	quantification	and	may	be	appropriate	in	patient	studies,	when

organ	volumes	are	known	and	homogenous	activity	distribution	in	the	organ	is	assumed.	It	is	thus	suggested	to	draw	a	small	volume	within	an	organ	with	minimum	volume	of	e.g.	4 mm3,	placed	in	an	area	of	the	organ	without	metastases.	The	total	activity	within	the	organ

could	be	calculated	as:

The	total	organ	volume	can	be	obtained	from	the	CT	images.

4.2	Calibration	factor	from	simulations
The	simulation	showed	that	the	attenuation	map,	the	SC	and	the	width	of	the	SWs	have	a	considerable	effect	on	the	accuracy	of	the	calculated	CF,	which	consequently	results	in	over/underestimation	of	the	measured	activity.	It	was	found	that	generating	an

individual	attenuation	map	at	each	of	the	main	gamma	photopeak	energies	of	177Lu	may	reduce	the	inaccuracy	in	CF.	Furthermore;,	we	found	that	a	suitable	scatter	energy	window	width	decreases	the	inaccuracy	of	the	CF	calculation.	However,	the	ESSE	technique	may

be	a	better	alternative	for	SC.

The	 reference	CF	was	about	15%	 lower	 than	 the	CFL	 calculated	by	 the	phantom	measurements	 in	water	 using	 the	25 ml	 vial	 (see	Table	1:	B).	 This	 difference	may	be	 related	 to	 differences	 in	 geometry	 and	effective	 energy	window	 in	 the	 simulation	 and

measurements.

As	expected,	the	attenuation	correction	showed	a	considerable	dependence	on	the	gamma	energy,	for	which	the	attenuation	map	was	created.	The	simulation	results	showed	under/over	estimation	in	CF	calculation	by	generating	the	attenuation	map	at	190	and

175 keV	for	low	and	high	photopeak	energy,	correspondingly.	The	calculated	CF	for	the	113	and	208 keV	peak	was	about	7%	and	12%	smaller	by	applying	the	attenuation	map	generated	at	190 keV,	compared	to	using	the	attenuation	map	at	175 keV	(177Lu	weighted

energy).	These	differences	are	in	line	with	the	recommendation	in	MIRD	pamphlet	No.26	[8].	Thus,	the	implemented	attenuation	map	at	190 keV	(which	is	the	default	clinical	setting)	in	the	experimental	measurement	reduces	the	accuracy	of	CF	calculation.	Care	should	be

taken	to	apply	individual	attenuation	correction	for	each	photopeak.

Considering	the	study	by	Sandström	et	al.	[14],	quantification	problems	in	SPECT	imaging	mostly	are	related	to	AC	and	SC.	For	example,	they	showed	the	inevitable	inaccuracy	in	the	order	of	10%	due	to	the	AC	in	experimental	measurements.	D'Arienzo	et	al.

[16]	analyzed	four	different	reference	conditions	for	gamma	camera	calibration.	They	showed	that	by	using	a	well-calibrated	field	instrument,	there	is	an	uncertainty	about	5%	for	gamma	camera	calibration	factor.

Using	ESSE	as	the	SC	method	resulted	in	a	CF	closer	to	the	CF	reference	value	than	using	the	TEW	correction	method	(+6%	vs	+23%).	The	results	are	consistent	with	the	result	reported	by	de	Nijs	et	al.	[13].	They	showed,	that	both	photopeak	energies	can	be

utilized	when	the	ESSE	correction	technique	is	applied.	In	their	experimental	study,	the	difference	between	the	calculated	and	the	calibrated	activity	was	less	than	10%.Therefore,	it	may	be	concluded	that	applying	the	TEW	correction	may	not	exclude	the	scatter	events

sufficiently	compared	to	the	ESSE	method	and	results	in	an	inaccuracy	of	around	23%	in	quantitative	activity	measurements.

By	using	the	best	combination	of	the	SW	in	this	work,	the	scatter	fractions	(SCF)	were	closer	to	the	related	actual	scatter	fraction	(ASCF)	than	using	other	SW	combinations	(Table	4),	and	were	in	the	mentioned	range	in	the	MIRD	pamphlet	No.	26	[8].	The	optimal

SWs	cause	only	9%	difference	 from	the	reference	CF	(3.3 cps MBq−1).	The	results	confirmed	an	 improved	SC	by	using	 the	optimal	combination.	This	showed	 that	 if	TEW	is	applied,	better	SC	can	be	achieved	by	adapting	suitable	SW	widths,	especially	 for	 the	 low

photopeak	energy.

Fig.	4	Different	scatter	correction	(SC)	correction	methods:	the	triple	energy	window	(TEW)	and	effective	scatter	source	estimation	(ESSE)	during	simulation	in	water	and	air,	compared	to	experimental	measurements.	The	collimator	detector	response	(CDR)	and	attenuation	correction	(AC)	were	applied	in	all	simulations.



The	different	SWs	which	were	applied	in	the	recently	published	quantitative	phantom	studies	are	shown	in	the	Supplementary	material.	Robinson	et	al.	 [25],	by	using	SWs	with	3%	width,	concluded	that	applying	TEW	correction	on	SPECT	images	can	cause

significant	inaccuracy	in	activity	quantification.	The	simulation	results	confirmed	the	sufficiency	of	the	USW	width	which	is	used	in	clinical	applications.	It	may	be	concluded	that	the	LSW	for	the	low	photopeak	energy	was	broader	than	the	USW	due	to	the	high	background

of	scatter	photons	below	113 keV,	which	should	be	excluded	from	the	detected	photons.	However,	because	of	the	contamination	of	main	energy	windows	by	downscattered	photons	which	have	at	least	117 keV,	the	USW	for	low	photopeak	energy	should	not	be	wider	than

the	MW	width.	It	was	observed	that,	using	the	abutting	windows	with	the	same	width	does	not	improve	the	scattered	photons	estimation	and	caused	more	inaccuracy	in	CF	calculation.	Thus,	it	may	be	concluded	that	the	noise	sensitivity	of	the	LSW	and	USW	is	not	the

same.

The	ideal	SW	width	for	the	208 keV	photopeak	was	obtained	by	a	smaller	LSW	and	USW	compared	to	the	clinical	setting	(about	5	and	4	times	smaller,	respectively).	The	width	of	the	SW	for	high	photopeak	energy	influences	the	scatter	contribution	less	than	the

SW	of	the	lower	photopeak,	which	is	compatible	with	the	findings	of	Delker	et	al.	[11]	and	Uribe	et	al.	[17]	who	considered	the	high	photopeak	energy	of	177Lu	in	their	studies.	Nijs	et	al.	[13]	concluded	that	TEW	is	noise	sensitive	and	broader	energy	windows	make	this

method	much	more	stable	for	dynamic	studies,	however	the	results	of	this	work	confirm	this	only	for	LSW	of	the	113 keV	peak.	Although	the	noise	sensitivity	seemed	to	be	negligible	for	the	higher	gamma	photopeak	energy	in	the	current	work,	a	narrower	scatter	energy

window	at	208 keV	can	reduce	the	bias	in	scatter	estimation.	Thus,	in	a	setting,	which	does	not	offer	ESSE,	TEW	correction	could	be	used	with	SW	widths	shown	in	Table	2	in	the	Supplementary	material.

5	Conclusion
In	 this	work	we	showed	 that	 for	 improving	quantitative	 177Lu	SPECT	 imaging,	 the	 size	of	 the	 calibration	phantom	should	be	 considered	at	 the	 calibration	process.	 In	addition,	 using	a	 small	 volume	of	 interest	 inside	 the	phantom	can	be	advantageous	 for

determining	the	CF.	The	findings	demonstrate	a	considerable	influence	of	the	attenuation	map,	SC	method,	and	scatter	window	width	on	the	SPECT/CT	calibration	reproducibility.	Our	results	suggest	that	using	ESSE	as	a	SC	can	improve	the	activity	estimation;	however,

as	the	TEW	method	is	a	widely	accepted	technique	in	clinical	practice,	a	broader	width	for	the	LSW	for	the	113 keV	photopeak	energy	may	improve	the	accuracy	of	the	activity	quantification.	Although	the	scatter	estimate	for	the	higher	photopeak	energy	is	not	as	sensitive
to	SW	width	as	for	the	lower	photopeak	energy,	a	narrow	SW	can	improve	the	calculated	CF.	Further	evaluations	will	focus	on	optimizing	scan	and	reconstruction	parameters	towards	a	clinically	feasible,	fast	SPECT/CT	protocol	covering	the	whole	body	of	the	patient	to

estimate	the	dose	of	other	organs	at	risk.
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Highlights

• Dependency	of	177Lu	SPECT	calibration	factors	on	phantom	size.

• Influence	of	volume	of	interests	on	177Lu	SPECT	calibration	factors.

• Effect	of	attenuation	maps	on	177Lu	SPECT	calibration	factor.

• ESSE	performed	better	than	TEW	in	simulations.

• Scatter	energy	windows	are	suggested	for	improved	TEW	scatter	correction.


