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The architecture and training parameters for ANN used

in the experiments

The architecture presented in the Table S1. In our experiments Adam1 optimizer with

default parameters was used for neural network training.
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Table S1: The architecture of our neural network

Hidden Layer Neurons Batch Normalization Dropout ratio
1 512 Yes 0.5
2 256 Yes 0.5
3 128 Yes 0.5
4 64 Yes 0.5
5 32 Yes 0.25
6 32 No 0.1
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Endpoints prediction charts
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