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[bookmark: _Hlk14600933][bookmark: _Hlk14599147]Synergistic drug combinations are commonly sought after to overcome monotherapy resistances in cancer treatment. To identify such combinations, high-throughput cancer cell line combination screens are performed, whilst synergy is quantified using competing models based on fundamentally different assumptions. Here, we compare the behaviour of four synergy models, namely Loewe Additivity, Bliss Independence, Highest Single Agent, and Zero Interaction Potency, using the Merck oncology combination screen. We evaluate agreements and disagreements between the models, and investigate putative artefacts of each model’s assumptions. Despite at least moderate concordance between scores (Pearson’s r > 0.32, Spearman’s ρ > 0.34), multiple instances of strong disagreement were observed. Those disagreements are driven by, among others, large differences in tested concentrations, maximum response values, and median effective concentrations.

Several high-throughput combination screens against cancer cell lines have been published recently [1–3]; however, their analysis, in particular with respect to synergistic and antagonistic effects is not obvious. A synergistic drug combination elicits an effect that is higher than the expected additive monotherapy potency, whilst an antagonistic drug combination elicits an effect that is lower than the expected additive monotherapy potency. If the elicited effect of a drug combination is equal to the expected additive monotherapy potency, the combination is referred to as being additive. 

Impact of experimental design on synergy estimations
The experimental design of high-throughput experiments may have strong impacts on the observed responses. For example, position biases and edge effects may occur with the use of 96-, 384- or 1,536-well microtiter plates, into which cancer cell lines are commonly seeded [4]. To quantify cell viability in such plate-based approaches, three experimental conditions are explored in different wells, namely treatment, control and blank (Figure 1a). At day zero, cell lines are seeded into control and treatment wells, while blank wells remain empty. Most commonly, a waiting time of 48 hours is employed to ensure linear growth of cell lines after a lag phase [5]. The linear growth of a cell line can also be influenced by seeding density, the optimality of which is dependent on the microtiter plate size and the cell type. After N days, the cells will be fixated, stained with either Syto-60 (DNA-staining) or cellTiterGlo (ATP-staining), and dead cells and dye are washed off. Finally, the staining intensity of each condition is measured and quantified. To correct for the intensity measured as a result of residual luminescence from dye which was not fully washed from the wells, the intensity of the blank well is subtracted from the intensity of the treatment and the control wells. Subsequently, the cell viability is defined as the ratio of the corrected intensity of treatment well to the corrected intensity of control well (Fig. 1b).

The simplest experimental setup to estimate synergy, is to test three treatment conditions at single concentrations; 1) monotherapy of drug A, 2) monotherapy of drug B, and 3) the combination of drug A and B (Fig. 1c). However, for this the minimal inhibitory concentration (MIC) of both monotherapies has to be known to avoid over- or undertreatment, which would result in either unspecific cytotoxicity or no response, respectively. In real world applications, the MIC and the concentration required to reduce cell viability by half (IC50) might be known for the standard of care, but most certainly unknown for experimental drugs. In clinical trials, patients are generally treated with an established drug in combination with a novel compound. This situation can be mimicked in an anchored screening approach (Fig. 1d). In this approach, the established drug is the anchored drug which is fixed at a single concentration, whilst the experimental drug is screened at n‑titrations. The experimental drug is also screened as monotherapy, so that synergy could be claimed based on the difference of IC50 values in all three conditions. The most comprehensive and widely used, but also most laborious and expensive approach in vitro, is to screen complete drug combination matrices (Fig. 1e) [1–3]. Here, the first row and first column of such a matrix contain the monotherapies used to calculate the theoretical reference surface. This theoretical surface is then subtracted from the experimentally observed surface, and the volume difference between the experimental and theoretical surface corresponds to the synergy score. Depending on whether this volume difference is positive or negative, the score would be classified as either synergistic or antagonistic, respectively. Variability in estimated synergy scores might occur as a result of smoothing of the experimental surface. To summarize, there are many experimental factors which may influence observed synergy scores, even beyond the synergy metric we will discuss in the main part of this article.

Figure 1.

Reference models for compound combination response
Defining a theoretical reference model of the expected combination response is far from trivial, and therefore, several reference models of the expected combination effect have been developed and proposed, most of which originate from toxicity research. Of those metrics, the most well-known shall be discussed, namely Loewe Additivity [6–8], Bliss Independence [9], and Highest Single Agent (HSA) [10]. Additionally, we considered the most recently proposed approach, Zero Interaction Potency (ZIP), which is a hybrid model based on Loewe Additivity and Bliss Independence [11]. The formulation of the ‘Loewe’ Additivity score in this research was obtained through a mathematical formulation as presented by Ting-Chao Chou. [11–13] In practice, these reference models are used to obtain a synergy score which characterises the deviation of the ‘observed’ response from the ‘expected’ response. Since each of these different synergy scores is defined differently, each possesses situation-dependent characteristics, advantages, and shortcomings.

The theoretical limitations of the methods mentioned above have been discussed by several authors [14–16]. For example, it has been reported that the accuracy of the Loewe Additivity method across the whole tested concentration range can only be guaranteed when applied to compound combinations that show a similar pharmacodynamic profile in terms of having the same maximum response and a constant potency ratio [3,10,11]. The influence of these assumptions was recently comprehensively formulated in the Loewe additivity consistency condition published by Lederer et al. [12]. As for Bliss Independence, it has been argued that achieving a certain effect through independent processes (Box 1) is biologically unlikely since cross-talk between biological pathways is abundant with respect to the same biological endpoint [14]. However, independence in the model refers to statistical independence and does not require pharmacological independence per se. Regarding HSA the most commonly voiced concern is that according to this model combinations are commonly classified as synergistic, even when a compound is tested in combination with itself, which may also be a challenge for Bliss Independence [15]. Additionally, the scores obtained from HSA tend to be overly optimistic since it has the lowest threshold for assigning synergy. As for ZIP, despite taking much inspiration from the Loewe Additivity and Bliss Independence model, this hybrid-model has been reported not to be affected by assumptions considering the pharmacodynamic profile of compounds in a combination [11]. However, a downside to the ZIP model is that it depends on the accurate fitting of the dose-response curve to a log-logistic curve to obtain an accurate estimate of the relative half-maximal effect concentration (EC50) and the slope parameter. This may be challenging, especially when the dose-response data quality is low or the dose-response curve results from a complex process and does fit the theoretical dose-response models. Other emerging reference models, like SANE [17], BRAID [18], Schindler's Hill partial differential equation [19], the effective dose model [20], and MuSyC [21], try to address the described limitations, but will not be considered in detail in this review.

BOX 1. 

Previous studies comparing the behaviour of synergy metrics
Additionally, some comparisons between different combination effect metrics have been reported. The most commonly reported comparisons are made between the Loewe Additivity and the Bliss Independence model. For example, an extensive mathematical comparison of Loewe Additivity and Bliss Independence has been described by Goldoni & Johansson, albeit in regard to toxicity modelling [23]. Furthermore, Drescher and Boedeker [24] have reported the differences between the Concentration Addition (CA) method (i.e. Loewe Additivity) and the Independence Action (IA) method (i.e. Bliss Independence) in terms of an analytics comparison for concentrations tending to 0 and concentrations tending to infinity. This work extended upon previous work by Christensen and Chen [25] who described that concerning the expected effect values for CA are larger than values for IA when considering steeper dose-response curves, while values for CA smaller than values for IA for flatter dose-response curves. Additionally, Beader et al., state that the expected response for Bliss Independence is generally higher than that for Loewe Additivity for non-linear dose-response curves [26]. For linear dose-response curves, both scores should give the same expected response. Currently, it is commonly accepted that the assessment of combination effects will give different results between Loewe Additivity and Bliss Independence based methods.

Despite efforts to better understand the behaviour of different metrics for the assessment of synergy, to this day, the selection of a metric for the assessment of large combination screens appears largely arbitrary. In the Merck combination screen [2], for example, synergy and antagonism were defined according to Bliss Independence and HSA. In a subsequent study, however, preference was given to the use of synergy scores according to the Loewe Additivity method in the development of a predictive model using this data [27]. The Loewe Additivity score was also employed in the DREAM challenge on synergy prediction on a recent AstraZeneca combination screen [3]. In the analysis of the NCI ALMANAC screen [1], a modified Bliss score, the ComboScore, was used. This score was retained as the score to be predicted in recently developed synergy prediction models using the NCI ALMANAC screen [28]. In the ComboScore, a growth ceiling of 100% was applied to remove the influence of so-called reversals (i.e. hormesis), where enhancement of growth is observed upon treatment with a single drug. Overall, all three traditional synergy scores are commonly used in the assessment of combination screens, but the arguments underlying the decisions are not always clearly communicated. 

A comparison of the ZIP score and the other synergy metrics described above was performed in the original ZIP publication [11]. Here, the comparability of ZIP to Loewe Additivity, Bliss Independence and HSA-based methods were explored for a small dataset (n=459) published by Mathews Griner et al. [29]. It was found that scoring according to ZIP was more similar to scoring according to Bliss Independence (rank correlation of 0.77) and HSA (rank correlation of 0.85) based models than Loewe Additivity based models (rank correlation of 0.5). Additionally, in a recent publication these four synergy metrics plus the ComboScore, used in the original analyses of the NCI ALMANAC screen, were compared when applied to 3,647 drug pairs from the NCI ALMANAC screen [30]. In this study, the highest agreement was observed between HSA and Loewe Additivity (Pearson’s r of 0.66, Spearman’s ρ of 0.69), and the lowest agreement was observed between Bliss Independence and ComboScore (Pearson’s r of 0.21) and the majority of assigned synergistic and antagonistic labels were found to be unique to a certain metric. This illustrates that the choice of a synergy metric influences the conclusions drawn from a combination screen substantially.

Comparative approach taken in the current work – four common synergy metrics, analysing large-scale combination screening data 
In this review, we will present a systematic comparison of four of the previously mentioned synergy metrics, Loewe Additivity, Bliss Independence, HSA and ZIP, when applied to a large scale combination screen published by Merck & Co. [2]. The methods used can be found in Box 2. Herein, we evaluate their commonalities and differences in behaviour between metrics, during which we focus specifically on the influence of the observed single-agent and combination dose-response relationship. These differences in behaviour are of significant practical relevance for tasks like modelling combination screening data in a pharmaceutical setting [31].

BOX 2.

[bookmark: _Hlk1315072]Interbatch comparability within and between metrics
To assess the robustness of different synergy metrics to experimental variability, the difference between the dose-response data and their corresponding synergy scores originating from different batches (n = 315) was analysed (Box 2). The correlation between the cell 
viability (%) for compound combination-cell line pairs between different batches is high (r > 0.9), with mean absolute differences of -0.77 ± 11.18 % viability between batch 1 and 3, and -4.19 ± 6.93 % viability between batch 2 and 3 (Table S4). Those differences are small considering that the minimum response ranges from 1.71×10-27 - 1.69 % viability and the maximum response values range 100.32-160.33 % viability across all three batches, covering a range of minimally 98.31 and maximally 160% viability within each batch (Table S5).
The agreement between the synergy scores for the data origination from different batches is considerably smaller, with r ranging from 0.16-0.87 and ρ ranging from 0.52-0.85 between any two batches (Table S6).

The discrepancy between the calculated synergy scores is especially large for certain instances of SLOEWE between batch 2 and 3, as can be seen from the mean absolute differences () and standard deviations (SD, Table S6). For the other metrics, the SD values are lower and close to those observed for the viability values (Table S5, Table S6), indicating that those other metrics are more robust to changes in the dose-response relationship, despite the SD values being high. The highest robustness, characterised by high values of r and ρ, is found for the SHSA (r1,3 = 0.78, ρ1,3 = 0.63, r2,3 = 0.95, ρ2,3 = 0.85) and SBLISS values (r1,3 = 0.73, ρ1,3 = 0.57, r2,3 = 0.93, ρ2,3 = 0.83). The robustness of SZIP (r1,3 = 0.64, ρ1,3 = 0.52, r2,3 = 0.72, ρ2,3 = 0.75) and SLOEWE is notably lower (r1,3 = 0.68, ρ1,3 = 0.58, r2,3 = 0.19, ρ2,3 = 0.69). From this, it follows that HSA and Bliss Independence are more robust to small changes in the dose-response relationship. We hypothesize that this may be the result of the dependency on accurate log-logistic curve fitting to get the maximum response values and the median effective concentration, needed to determine SLOEWE and SZIP. Especially in situations where the response values are irregular or when the dose-response curve has not reached the maximum efficacy value, this may prove difficult if not impossible. This is also illustrated by the inability to obtain values for SLOEWE and SZIP for roughly 16% of the combinations in the original data (Supplementary Materials).
[bookmark: _Hlk1315077]
Comparability between synergy metrics
Next, we consider the complete set of synergy scores obtained for the data (Box 2). The first differences between the metric are observed when considering the data summaries of the synergy scores according to each metric. As expected from their inherently different nature, the value distributions of S (synergy) and SWSS (Synergy weighted-sum-score) differ per metric (Table S7, Table S8). Considering that a value of zero is the theoretical threshold between antagonism and synergy, Loewe Additivity (meanLOEWE = -2.1, SDLOEWE = 15.4) is the most stringent metric given its scores tend towards negative values, followed, in order, by Bliss (meanBLISS = 0, SDBLISS = 9.4), ZIP (meanZIP = 1.5, SDZIP = 9.7), and HSA (meanHSA = 2.4, SDHSA = 10.1, Table S7). From the corresponding SD values, we conclude that the dispersion of assigned scores is found to be the highest for Loewe Additivity. Interestingly, when considering the maximum and minimum values for the weighted-sum-score, SWSS,ZIP gives the highest values (SWSS,ZIP,max = 669.4, SWSS,ZIP,min = -336.2, Table S8) and exceeds SWSS,HSA (SWSS,HSA,max = 521.2, SWSS,HSA,min = -867.7, Table S8).

Table 1.

Negative values, corresponding to antagonism, are found most commonly for SWSS,LOEWE at 89% of their full range of values, compared to 62 %, 59 %, and 33 % for SWSS,BLISS, SWSS,HSA, and SWSS,ZIP respectively. In line with these findings, the largest number of combinations classified (Box 2) as antagonistic are indeed found for SLOEWE (Table 1). Notably, the second largest fraction of combinations classified as antagonistic is found for SZIP, despite the small range of negative values overall. However, as expected considering the SZIP values, the highest proportion of combinations classified as synergistic are also found for SZIP. When considering the SWSS values, those observations shift. Here, the second most prevalent antagonistic classifications are found for SWSS,BLISS, and the most prevalent synergistic classifications are found for SWSS,HSA. Overall, the values for HSA and ZIP tend towards higher values than Loewe Additivity and Bliss Independence. These results provide a first benchmark of the differences in synergy scores which are assigned to the same data using different metrics.

Next, we describe the comparability in terms of correlations and classification agreement between metrics (Box 2). The moderate to low values for r, ρ, and Cohen’s κ suggest that the metrics behave differently with respect to 1) their raw values, 2) their ranked values, and 3) their resulting antagonistic, additive and synergistic class membership (Figure 2, Table S9).The highest agreement is observed between SBLISS and SHSA (r = 0.86, ρ = 0.76, κ = 0.68), while the lowest agreement is observed between SLOEWE and SZIP (r = 0.32, ρ = 0.34, κ = 0.22). The high correlations found between SBLISS and SHSA are in contrast with low correlation reported by Gilvary et al. (r = 0.34) [30]. Those contrasting observations may be the result of the differences between the compound combinations included in the differences datasets, or result from differences in data preparation related to quality control of combinations to include in the analysis. Notably, the ranked correlation and class agreement of SZIP versus all other metrics is low (ρ = 0.34-0.53, κ = 0.22-0.28). The low agreement found between SLOEWE and SZIPis in line with results from the comparison of the ZIP metric to other metrics in its initial publication [11] as well as low correlations between these two metrics reported by Gilvary et al [30].Similar trends were observed for the Swss values (Table S10). Overall, our results are in line with the low r and ρ values and frequently conflicting synergistic and antagonistic assignements recently reported in a preprint by Gilvary et al. [30]. However, results differ with respect to quentitative high and low agreement between pairs of individual metrics.

Figure 2.

To note, high Pearson’s r values are not essential to demonstrate comparability, given the inherently different nature of the metrics and their differing distributions. Spearman’s ρ and Cohen’s κ are therefore more relevant measures since a low Spearman’s ρ shows that the order in which the combinations are scored differs between two synergy metrics, and a low Cohen’s κ shows that the classification of a compound combination differs between metrics.
[bookmark: _Hlk1315085]
Antagonistic-synergistic classification (dis)agreement between metrics
To further define the extent of disagreement in membership for compound-cell line combinations, we explored how commonly compound-cell line combinations are classified as synergistic by one and antagonistic by another metric. This is equivalent to exploring how commonly different metrics confidently characterise the same compounds at opposite ends of the synergy scoring range.

First, we consider the classifications according to the SWSS values. Here, clashes in synergistic and antagonistic classifications are observed for merely 1.7% (317/18,225) of the total number of combination-cell line pairs. Their classifications and corresponding CI99.9% values are provided in the Supplementary Materials. Out of those combinations, 22.7% (72/317) have clashing classifications in more than one cell line, while a clash between more than two metrics is observed in 37.2% (118/ 317). Disagreements in antagonistic-synergistic label assignments between multiple metrics in multiple cell lines are observed for 7.6% (24/317) of the total number of clashing instances.

The largest portion of clashes is observed between classifications according to the value of SWSS,LOEWE and S WSS,ZIP (30.0%, Figure 3, Table S11), while the smallest fraction of clashes is observed between classifications according to S WSS,BLISS and S WSS,ZIP (1.9%, Figure 3, Table S11). In line with the largest proportion of antagonistic classifications overall, the classification according to the Loewe is most commonly antagonistic in these clashes (Figure 3, Table S12). As also expected from the previously discussed data summary, synergistic classifications are most commonly found for classifications according to SWSS,HSA.

Considering the classifications according to the S values, most observations are similar, except the relatively lower proportion of the disagreements between classifications according to SBLISS and SHSA (Table S13). Another notable result is that a large proportion of synergistic classifications are observed for instances where SZIP provides a clashing classification (Table S14). This may be a result of the limited range of negative values, -50 ≤ S < 0, for SZIP (Table S7), increasing the chance of observing CIs overlapping 0, resulting in additive classifications through the classification method used in this analysis. Next, we illustrate how probable it is to obtain a contrasting classification according to another metric given a certain classification by one metric. For this, we provide a table of conditional probabilities of observing a certain combination of contrasting classifications according to both S and SWSS values (Table 2). Notably, the conditional probabilities found for S values (0-38%) are larger than those observed for SWSS values (0-10%).


Figure 3.


The highest conditional probability of observing an antagonistic-synergistic classification disagreement for S values is found for synergistic classifications according to SZIP given that the score according to another metric is antagonistic (Table 2). The conditional probabilities of finding an antagonistic classification according to SZIP given that the classification according to the SLOEWE, SBLISS, or SHSA is synergistic, are 22, 27.7, and 38% respectively. Those findings are in line with findings of high classification disagreement according to SZIP as illustrated by low Cohen’s κ values (Figure 2, Table S9, Table S10). Those high probabilities of find contrasting synergistic and antagonistic classifications suggests that this is where a high proportion of the disagreements found for classifications according to SZIP arises from. This suggests that compounds that are classified as synergistic according to SZIP may not exceed the concentration-specific effect of the most potent drug in the combination. Otherwise, they would be classified as synergistic or additive according to the SHSA. These results illustrate that the choice of metric for the assessment of synergy can influence the interpretation of results from large combination screens.

When considering classifications according to the SWSS scores, the conditional probabilities of observing a metric specific disagreement in antagonistic-synergistic classifications are relatively low (0-10%, Table 2). This suggests that such discrepancies are seldom observed across the full concentration-response surface for a given combination in a given cell line. 

Table 2.

The highest conditional probabilities for disagreements in classification are found for instances where classification according to SWSS,HSA is synergistic, given antagonistic classifications according to SWSS,LOEWE (P = 3.8%), SWSS,BLISS (P = 6.2%) or SWSS,ZIP (P = 10.0%, Table 2). This is in line with general expectations of higher values for SHSA than SLOEWE and SBLISS in particular and with the description of SWSS values previously described in this review (Table S7). Similar conditional probabilities are observed for antagonistic classifications based on SWSS,LOEWE given synergistic classifications according to SWSS,BLISS (P = 3.8%), SWSS,HSA (P = 7.0%), and SWSS,ZIP (P = 9.6%). This does not correspond to the notion that the expected response for Bliss Independence is generally higher than the expected response for Loewe Additivity, as suggested by Beader et al. [26]. That is to say, when the expected response is higher, the synergy score should generally be lower. Therefore, given the highest expected response for Bliss Independence, one would expect those antagonistic classifications to be more common for SWSS,BLISS than for SWSS,LOEWE.

For several reasons, these results cannot be directly compared to results on classification agreement by Gilvary et al. [30]. Firstly, the classification approach differs between the two studies. Where we used a confidence-interval based approach, Gilvary et al. used a percentile-based approach in which the top 5% of scores were classified as synergistic and the bottom 66.67% were classified as antagonistic. Furthermore, Gilvary et al. report the proportional overlap of synergistic classifications and antagonistic classifications between scores, whereas we report the disagreement of synergistic and antagonistic classifications. Quantitative results which can be extracted from their study are a proportional overlap of 0.40 between Loewe Additivity and HSA and 0.35 between HSA and ZIP despite these metrics being relatively highly correlated in their analysis of the NCI ALMANAC screen. Thus, both pieces of work illustrate that the agreement of synergistic and antagonistic classifications between metrics is limited.

[bookmark: _Hlk1315095]Underlying reasons for disagreements between synergy classifications
To identify the conditions under which these antagonistic-synergistic disagreements occur, we investigate the dose-response profiles for several combinations for which such disagreements occur. Here, we use the agreements observed for classifications according to the SWSS values so that the combinations can be considered as a whole. To characterise how divergent the SWSS values are for these combinations, the relative ranking (rr) of the SWSS values will be reported. The relative ranking was performed so that all ranks lie within the interval 0 to 1 and was obtained by dividing the rank by the total number of combinations.
[bookmark: _Hlk1315099]
Surprising synergistic classifications according to SWSS,ZIP
A number of unexpected synergistic compound combinations according to SWSS,ZIP were observed in this study. An example of this is the synergistic classification of MK-5108 and Oxaliplatin in NCIH-520, for which a synergistic classification according to SWSS,ZIP and an antagonistic classification according to SWSS,BLISS was observed at a relative ranking difference of 0.91. Nearly all the values for SZIP indicate synergism, while nearly all the SBLISS values indicate antagonism. The values for SLOEWE and SHSA are most commonly low positive or high negative, corresponding to additivity (Table S15). From the combinations-response surface (Table S16) no indication of synergism is observed since the combination effect is not much higher than the single agent responses (Figure S2). Therefore, it seems that with a value of 286, an unexpectedly high SWSS,ZIP value is obtained. Similarly, for Mitomycin and Geldanamycin in the Caov-3 cell line, all classifications except the one according to SWSS,ZIP are antagonistic. Upon inspection of the scores obtained across the full dose-response matrix, it is observed that all three other metrics give negative values of S across all concentration pairs, yet the value of SZIP is commonly close or equal to zero (Table S17). Combined with the single agent dose-response curves (Figure S3) and the combination dose-response surface (Table S18) it seems again that SWSS,ZIP is unreasonably high. This is especially true at the first concentration point where the observed combination effect does not exceed the effect of Mitomycin individually. Generally, however, the SZIP values for this combination do correspond less to convincing synergism. Yet, together with previously mentioned results of high conditional probabilities of finding a synergistic classification given antagonistic classifications according to other metrics, this suggests that in certain cases, values of SWSS,ZIP may be misleadingly high. 
[bookmark: _Hlk1315106]
Loewe Additivity commonly produces unexpected antagonistic classifications
A striking observation is that in every classification disagreement involving Loewe Additivity, the classification according to SWSS,LOEWE was always antagonistic. For example, for the combination of Lapatinib and Bortezomib in MSTO, where the classification according to SWSS,BLISS (rrBLISS = 0.99), SWSS,HSA (rrHSA = 0.99), and SWSS,ZIP (rrZIP = 0.99) is synergistic, yet the classification according to SWSS,LOEWE (rrLOEWE = 0.06) is antagonistic. Evidently, the classification according to the SWSS,LOEWE is the anomaly here. Similarly, for the combination of Cyclophosphamide and MK-8669 in the OCUB-M cell line, the classification according to SWSS,LOEWE is the only one to stem from a negative value for SWSS,LOEWE (SWSS,LOEWE = -444, rrLOEWE = 0.03). Although here the only antagonistic classification was found for SWSS,BLISS (SWSS,BLISS = 212, rrBLISS = 0.99), the ranking for both SWSS,HSA (rrHSA = 0.93) and SWSS,ZIP (rrZIP = 0.95) are also very high, confirming that SWSS,LOEWE is the anomaly here. The lack of synergistic classification despite high relative ranking is that the experimentally-based 99.9% confidence interval for the combinations includes values =< zero. One last example is the combination of Dexamethasone and Dinaciclib in LNCaP, where, again, the classification according to SWSS,LOEWE (rrLOEWE = 0.002) is the only one to be antagonistic, while the classification according to the SWSS,ZIP is positive (rrZIP = 0.94) alongside positive SWSS,BLISS and SWSS,HSA values, although not classified as synergistic due to reasons stated above. In all these examples, the classification according to SWSS,LOEWE is clearly the anomaly, suggesting that the Loewe Additivity model may be violated in these instances.
[bookmark: _Hlk1315110]
Disagreements can result from a non-constant potency ratio between the drugs in a combination
We furthermore identified cases where disagreements in synergy classifications can result from a non-constant potency ratio between the two drugs in a combination. The most compelling evidence from these examples comes from the combination of Lapatinib and Bortezomib in MSTO. From the S values, it can be seen that for the identified concentration ranges of Lapatinib, from 1.1 to 5 μM, and Bortezomib, from 0.002 to 0.04 μM, the scores for SLOEWE are almost identical to the scores according to (most of) the other metrics (Table S19). From the dose-response curves we can visually infer that this is exactly the concentration range where the slopes of the dose-response curves appear identical resulting in a constant potency ratio (Figure S4). Although it has been asserted that a constant potency ratio is not necessary for the assessment of Loewe Additivity using the parameterised method implemented in SynergyFinder [32,36], accuracy cannot be guaranteed if this condition is not ensured as this example suggests [14].
[bookmark: _Hlk1315114]
Negative single agent responses lead to spurious classifications
[bookmark: _Hlk531205275]Another notable observation is that a negative response, i.e. an increase in cell viability, was observed for Cyclophosphamide in the OCUB-M cell line (Figure S5) and no response was observed for Dexamethasone in the LNCaP cell line (Figure S6). Similarly, for outliers detected upon plotting the S and SWSS values against one another (Figure S7, Figure S8), the two most prominent outliers were observed to be due to SWSS,LOEWE values too low to be theoretically reasonable. These outliers correspond to the combination of SN-38 and ABT-888 (SWSS,LOEWE = -6000) and SN-38 and Erlotinib (SWSS,LOEWE = -4000) in the SK-MEL-30 cell line (Figure S9). One initial observation is the large difference in tested concentrations between SN-38 and the compounds it was tested in combination with (Table S20). This is not only true for those two extreme outliers, but also for other combination for which very low values of SWSS,LOEWE were found. Additionally, in line with previously stated observations, it is observed that for ABT-888 no response is observed for any of the concentrations (Figure 4B, Table S21) and for Erlotinib a response is only observed at the highest tested concentration (Figure 4B, Table S21). In these cases, the assessment of synergy is uninformative by definition, since synergy can only be observed when the compounds in the combination individually illicit an effect. From the results described above it seems that the Loewe Additivity model effectively removes these pairs from consideration since a negative score SWSS,LOEWE score is assigned to the combinations considered. However, from the combination dose-response surfaces (Figure 4C, Cyclophosphamide and MK-8669 on OCUB-M, Table S22; SN-38 and ABT-888 on SK-MEL-30, Table S23; SN-38 and Erlotinib on SK-MEL-30, Table S24) one would not expect strong negative scores across most of the surface as were observed here (Table S25, Table S26), since the combined effect is mostly at least as high or higher than that for each of the drugs independently. As for known limitations of the Loewe Additivity model, a non-constant potency ratio is observed for the compounds in these combinations, which may explain the unreasonably low SLOEWE and SWSS,LOEWE values [37]. Additionally, our results suggest that incompatibility with the Loewe Additivity model (as implemented in SynergyFinder) may arise when the differences in concentrations at which the individual drugs are tested is large.  From our results, it is suggested that violations of this requirement results in unreliable and strongly negative values for SLOEWE and SWSS,LOEWE.

Figure 4.

Notably, opposing observations are made for synergy scores according to the Bliss Independence and the HSA model. For example, PD325801 and Dasatinib in the NCIH-2122 cell line, we observe a negative single agent response for Dasatinib in the NCIH-2122 cell line (Figure S10). This combination is classified as synergistic according to the SWSS,BLISS, but as antagonistic according to the SWSS,LOEWE and the SWSS,HSA. Given that the SWSS,HSA is generally expected to be higher than the other metrics, this suggests that the score for SWSS,BLISS  here is inexplicably high. As described before, the low negative value for SWSS,LOEWE may be a result of non-compatibility of Loewe Additivity model since the maximum response of each compound in the combination is different, leading to the Loewe Additivity being ill-defined [22]. The positive SWSS,BLISS score for a combination where one of the single agent responses is positive is in line with findings described previously in this review for Cyclophosphamide and MK-8869 in OCUB-M. In the case of Bliss Independence, incompatibility with scenarios expectedly arise from the fact that the accuracy of Bliss Independence requires the single agent responses to be positive and monotonically increasing [14].

Overall, the observations described above suggest that for compound combinations in which one of the drugs has a negative effect (as opposed to the expected direction), the SWSS,LOEWE values correspond to antagonism while values of SWSS,BLISS, and in some instances SWSS,ZIP values, correspond to synergistic classifications. Essentially, the assessment of synergy in such combinations does not lead to meaningful values since synergy does not exist when one of the drugs does not elicit a positive response. Instead, an increase in efficacy for such combinations corresponds to non-synergistic potentiation or enhancement [12]. However, theoretically, these combinations may still possess a promising therapeutic potential if dose-reduction can be achieved by administration of the combination. To select those compound combinations which are most likely to provide a considerable potentiating effect, we propose that those combinations for which SBLISS, SHSA, and SZIP indicate synergy should be selected as promising combinations from large combination screens.

[bookmark: _Hlk1315121]Theoretical limitations cannot predict all metric disagreements
However, theoretical limitations cannot predict all metric disagreements. The largest difference in relative rank was found to be observed for the combination of L-778123 and MK-2206 in the LoVo cell line between both SWSS, BLISS and SWSS, HSA (Δrr = 0.74, SWSS,BLISS = -62.5, SWSS,HSA = 142.7, Table S28), and between SWSS, HSA and SWSS, ZIP (Δrr = 0.81, SWSS,HSA = 142.7, SWSS,ZIP = -79.1, Table S28). The disagreement for this combination is observed between all metrics, with assignments of synergism according to SWSS, LOEWE and SWSS, HSA and assignments to the antagonistic class based on SWSS, BLISS and SWSS, ZIP. Here, all values of SLOEWE and SHSA are positive, and all but one of the SBLISS and SZIP values are negative (Table S27). Thus, the disagreement of classification is not merely a result of differences in the magnitude of concentration-specific scores.

The dose-response curves for this combination reveal a difference in slope between L-77123 and MK-2206 (Figure S11), a situation in which the Loewe Additivity model is known to be unreliable [37]. The same can, however, not be said for the HSA model, through which the same classification was obtained. This example reveals that even when considering the individual dose-response profile of a combination, unexpected disagreements between metrics may still occur and synergy scores alone do not provide a conclusive answer to whether a compound combination is synergistic or not.
[bookmark: _Hlk1315127]
Perspective
In this review we show that metrics for the assessment of synergy should not be applied to real-world experimental large-scale oncology data in a purely mechanistic manner. To prevent erroneous results, the dose-response relationships for all tested compound combinations should be inspected before selection of a suitable synergy reference model for the data at hand. Furthermore, to fully comply with the definition for synergy, compound combinations for which no or a negative response is observed should be removed. In this regard, setting a growth ceiling of 100%, as done for the ComboScore  [1] used in the NCI ALMANAC, is not sufficient since it does not eliminate the compound combination from consideration.  Additionally, when applying the Loewe Additivity model, compound combinations with very different dose-response behaviour cause problems. This includes combinations where the difference in the slope of dose-response curves is large, or when different maximum response values are observed for each drug in the combination. Importantly, this is not a straightforward task to automate and doing it manually is highly time-consuming and unfeasible when working with large-scale data.  Therefore, metrics for which the influence of the shape of the respective dose-response curves is minimal may be easier to implement for the initial analysis of large-scale combination screens. Additionally, choosing the most appropriate model for individual experiments might introduce biases when analysing synergy scores from several experiments, e.g. for the identification of biomarkers of synergy across multiple cell lines treated with the same drug combination.

Beyond curve shape, data curation should be performed with particular attention being paid to quality control, since the confidence with which a metric can be applied is fundamentally dependent on the experimental noise. One efficient way to deal with this is the use of a quality control metric like mQC, a data driven metric which assigns a “good”, “medium”, or “bad” rating with an associated confidence score, to the quality of single dose-response matrix [38]. This empirical score is produced by an Adaboost Decision Tree model trained using crowdsourced labels assigned by experts and it can be used in a similar manner as the Z’value commonly used for biochemical screens [38]. Additionally, when the tested concentrations for the single agent experiments and the combination experiments do not align, as in the Merck & Co. dataset used in this analysis, the selection of an appropriate dose-response curve that accurately represents the data is essential. However, given that in many cases dose-response curves cannot easily be fitted, this step is often difficult to perform. Most commonly, dose-response curves are fitted to a Hill-equation, for example a 4-parameter log-logistic model, but in some case or in certain parts of the dose-response curve multi-phasic [39], exponential or linear curves may be more suitable. Accurate fitting of the correct dose-response curve is of critical importance, since when the curve fit is suboptimal, the interpolated and extrapolated values will be inaccurate, as will be any subsequently calculated synergy value. Besides the selection of the right type of dose-response fit, it is essential that enough concentrations at the right intervals and absolute concentration are used to ensure the capture of the full dose-response curve. This is particularly important when using a metric for which the minimum effect, maximum effect, and EC50 values need to be accurately estimated, such as Loewe Additivity and ZIP. Ensuring data quality and the accurate representation of the dose-response profile, will decrease the chance of observing false positive and false negative label assignments thus improving the accuracy of the whole analysis.

From the metrics discussed here, HSA is the only metric which value is not dependent on the shape of the dose-response relationship and makes no assumptions about the origin of the pharmacodynamic effect. Although it should be noted that HSA is not recommended as a sensitive synergy metric due to the high false-positive rate, this makes the HSA score easy to interpret. This may be beneficial in the assessment of large combination screens where inspection of each individual is not feasible,  the underlying mechanisms are not the same for each compound (-cell line) combination and drug combinations which show potentiation (augmentation, enhancement) should not be excluded. For Loewe Additivity and ZIP accurate fitting to a log-logistic function is required for their accurate assessment. Besides, for Loewe Additivity, a constant potency ratio and equal efficacy are required. As for the assumption regarding the origin of pharmacodynamic effects, in the Bliss Independence reference model, drugs are assumed  to act through independent pathways and in the Loewe Additivity reference model drugs are expected to act via the same conceptual mechanism.
Indeed, a large proportion of false positives will generally be encountered when using  HSA as a reference model in the assessment of large combination screens. To illustrate, HSA scores are generally higher (i.e. higher leniency) resulting in 39% of all scores having values larger than zero in our analysis, compared to 29% for Loewe Additivity, 31% for Bliss Independence, and 37% for ZIP. This need not be a problem per se, especially in cases where only the relative scoring of a compound combination is required to prioritise candidates for subsequent investigation. Besides, HSA does not give an indication whether the combined effect is higher than would be expected based on the individual effects of both drugs in the combinations. As a result, HSA scores cannot be used to differentiate between potentiation and synergy. Additionally, as also seen for Bliss Independence [14], when dose-response curves are steep, a combination which might get a score that indicates synergy, administration of a slightly higher dose may be more beneficial in terms of the desired effect than a combination with another drug. However, this is dependent on the complete desired effect versus side effect profile, and the intended therapeutic effect. Another concern is, that in cases of combined negative and positive responses for the single agents in a combination, care should be taken to identify the desired direction of the observed effect. For example, if a positive response is desired, the highest negative score should be selected from single agent responses where both responses are negative, while the lowest negative value should be selected in case a negative response is desired. 

Additionally, more sophisticated metrics like Loewe Additivity and Bliss Independence may have better predictive power for therapeutic potential for specific compound combinations. To illustrate, it has been asserted that Loewe Additivity or the CI-index is more suitable for mechanistic and clinical research if the dose-effect curves are well characterised [15]. Additionally, when considering an oncology screen most effects will be unspecific cytotoxic responses through similar mechanisms or non-allosteric targeted therapies, in which case the use of Loewe would seem justified. However, the recent publication by Gilvary et al. [30] found that Bliss Independence corresponds best to combination successes in the clinic within the NCI ALMANAC screen which contains cytotoxic and target-specific anti neoplastic compounds. In conclusion, there is no silver bullet when selecting the appropriate synergy metric for the analysis of large combination screens due to the complex combination of advantages and disadvantages concerning different metrics. However, with more data becoming available, biological interpretation and synergy biomarkers may guide the choice of synergy metrics.

Conclusion
Upon investigation of the literature and the analysis of a large-scale combination screen we conclude that the diversity of dose-response profiles of individual drugs render the application of one-size-fits all, automated approaches to analyse large-scale compound synergies problematic. Therefore, great care should be taken when selecting a synergy metric for the assessment of such data. We hope that this work will hereby serve as a reference for important considerations in the process.
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Figure 1. Experimental screening design and synergy modelling. (a) Shows simplest experimental plate design to estimate (b) the cell viability; and (c) drug synergy; complemented with (d) the anchored concentration approach, where the anchored drug is given at fixed concentration and any library drug would be explored as a mono- and combinatorial therapy; (e) a matrix approach exploring drug combination concentrations in a grid. First column and first row contain both monotherapies, which enable to calculate the theoretical additivity model. Synergy is estimated by calculating the volume between experimental and theoretical additivity model.  
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[bookmark: _Hlk15109623]Figure 2. Pearson’s correlation r-values, Spearman’s ranked correlation ρ-values, and Cohen’s κ-values between S calculated according to different reference models, namely Loewe Additivity, Bliss Independence, HSA and ZIP. The moderately low values of the Pearson’ r, Spearman’s ρ and Cohen’s κ suggests that the metrics behave differently with respect to 1) their raw values, 2) their ranked values, and 3) their resulting antagonistic, additive and synergistic class membership. The values underlying these heatmaps are provided in Table S9.
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Figure 3. Number of disagreements in antagonistic and synergistic classifications per metric pair (left), and the percentage of antagonistic and synergistic classification in those disagreement instances per metric (right). The frequency of observing clashes is dependent on the metrics considered (left). Clashes in which Loewe Additivity scores are antagonistic are most common, whilst HSA classifications are most commonly synergistic (right). The values underlying these graphs are presented in Table S11 (left) and Table S12 (right).
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Figure 4. The structure, dose-response curves and combination response surface of SN-38, ABT-888, and Erlotinib. A) Compounds which are part of the combinations which give very low values for SWSS,LOEWE. B) Single-agent, fitted dose-response curves for SN-38, ABT-888, and Erlotinib on the SK-MEL-30 cell line. SN-38 and Erlotinib were fitted to a log-logistic curve, while ABT-888 was fitted to a linear curve. C) The dose-response surface of the combination of SN-38 and ABT-888 in the SK-MEL-30 cell line for which a very low SWSS,LOEWE value of -6000 was found (left), and for the combination of SN-38 and Erlotinib in the SK-MEL-30 cell line for which a very low SWSS,LOEWE value of -4000 was found. These very low SWSS,LOEWE values were visually identified as outliers in the correlation plots shown in Figure S9. See the main text for a detailed discussion.


BOX 1. Metrics
Loewe Additivity
[bookmark: _Ref518815552]The Loewe Additivity metric [6-8] is based on the premise that no drug can interact with itself and that both compounds in a combination are interchangeable. Mathematically, this metric relies on the dose equivalence principle and the sham experiment principle [15]. The dose equivalence principle states that for a given effect of drug A, an equivalent dose for drug B exists. As a result, it is assumed that the response curves have the same minimum and maximum response since if this is not the case, an equivalent dose between A or drug B does not exist [22]. According to the sham experiment principle, this equivalent dose of drug B produces the expected additive effect of the drug combination of drug A and drug B. From this it follows that Loewe Additivity is observed when the conditions in equation [1] are met. In this equation,  is the dose of drug A,  is the dose of drug B, and  and  are the equivalent doses that obtain the combined response for drug A and B respectively.
[1] 	
The derivatisation to obtain a mathematical equation for the expected effect was reported by Yadav et al [11] and based mathematical formulation of Loewe Additivity as first presented by Chou et al. [12-13], and is provided in the Supplementary Materials.
Bliss Independence
The Bliss Independence model [9] was developed upon the premise that the effect of two compounds is statistically independent. Biologically, this may translate to two drugs achieving the same effect (e.g., inhibition of cancer cell growth) independently (i.e. via two independent pathways). That is to say, the model assumes that the relative effect of a drug is not dependent on the presence of another drug. In reality, however, the effect is merely required to be statistically independent. The expected effect EAB is given by equation [2].
[bookmark: _Ref518817910][2]	
Highest Single Agent
[bookmark: _Ref518818586]The Highest Single Agent (HSA) model, also known as Gaddum’s pharmacological independence, deems a combination to be synergistic when an excess over the highest single-agent effect is observed [10]. This approach is simple and intuitive since it relies on the observation of an improvement in efficacy upon administration of a second drug. Formally, the expected effect EAB is given by equation [3].
[3]	
Zero Interaction Potency
Zero Interaction Potency (ZIP), is the most recently introduced metric. This model is based on the notion that the expected combined effect is observed when the dose-response curve remains unaltered upon addition of the second drug [11]. As such, this metric assesses both changes in potency and the shape of the dose-response curve for a compound combination compared to those if its individual components. For this metrics, the expected effect EAB is given by equation [4], where [A] and [B] are the concentrations of drug A and drug B respectively,  and  are the concentrations at which the half-maximal response of drug A and drug B respectively are observed, and  and  are the slope parameters for the dose-response curves of drug A and drug B.
[bookmark: _Ref518995606][4]	 

















BOX 2. Methods
Data
The data used in this review is a large scale combination oncology screen published by Merck & Co. [2]. The dataset contains dose-response values for 22,737 combination-cell line pairs. In this study, 583 pairwise combinations of 38 different compounds (Table S2) were used, where 22 of those 38 were tested exhaustively and 16 were only tested with compounds from the exhaustive set. The compound combinations were tested on 39 cancer cell lines, originating from 7 different tissues (Table S3). Both the combination-response values for the 22,737 combinations for 4x4 concentration combinations, and the single agent dose-response values for all 38 compounds in each cell line were supplied. The concentrations between the single-agent and combination experiments do not align, but a a 5x5 response surface per cell was obtained through inter- and extraplolation of the fitted dose-response curves. The response is the normalised fractional cell viability.
Synergy scores (S)
The synergy scores (S) according to Loewe Additivity, Bliss Independence, HSA, and ZIP were calculated for the 5x5 combination matrix from the single agent dose-response values using SynergyFinder (version 1.6.1) [32]. No additional baseline correction was applied, and Emin and Emax were not fixed. The values of S are defined as such that S = 0 represents additivity, S > 0 indicates synergy, and S < 0 indicates antagonism. Values of 0 were forcibly assigned to all instances in the 5x5 synergy score matrix where the concentration of one of the combinations is zero. The calculation of the synergy score according to each metric was successful for 19,119 combination-cell line pairs. Of those 19,119 combination-cell line pairs, 315 were tested in multiple batches.
To encapsulate the whole 5x5 synergy surface for each compound combination in one score, we propose the use of a Synergy weighted-sum-score (SWSS).
Classification
The S and SWSS values according to each metric were classified as synergistic when S(WSS) < 0, 0 ∉ CI99.9%, as antagonistic when S(WSS) > 0, 0 ∉ CI99.9%, and as additive otherwise, as adapted from previous work [33]. The CI was determined based on four technical replicates, and only for those compound combinations for which four technical replicates were available (n=18,225).
Metric of comparison
Batch-to-batch – experimental – variation and variation between metrics was assessed based on the mean, median, standard deviations (SDs), Pearson Correlation Coefficients (r), and Spearman Rank Correlation Coefficients (ρ) [34] for real values. For classified data, Cohen’s κ [35]and conditional probabilities of encountering antagonistic classifications for one and antagonistic classifications for another metric were analysed.
A more detailed overview of the methods and the mathematical and theoretical background of the synergy metrics can be found in the supplementary materials























Glossary
	Antagonism
	When two compounds together elicit an effect that is lower than would be expected based on the effect elicited by each drug alone (and according to the reference model chosen) based on the effect elicited by each drug alone

	Conditional probability
	The probability of observing one event, given that another event has occurred

	Confidence interval
	The interval in which the true value of a parameter is likely to be found with a certain confidence


	Half-maximal effect concentration
	The concentration of a drug which induces the half maximal response

	Reference model
	A model used to define the null hypothesis

	Standard deviation
	Measure of the variation/dispersion of a set of data values

	Synergy
	When two compounds together elicit an effect that is higher than would be expected based on the effect elicited by each drug alone (and according to the reference model chosen)
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