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 Supplementary materials 

Supplementary Methods 

Model architecture 

Following our previous study​1 we used the Transformer​2 architecture to train all            

the models. The key component of the Transformer architecture is a self-attention block             

equipped with internal memory and attention. During the training phase the block            

extracts and structures the incoming data, splitting it into memory keys and associated             

values. Thus, the block resembles a library, where all the books (values) are referred to               

by an index (keys). On a new request the model calculates the attention to the known                

keys and then extracts knowledge from the values proportionally. The Transformer           

shows excellent results not only on (retro) synthesis​1,3,4 tasks but also on ordinary             

classification and regression QSAR studies.​5 
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The performance of the Transformer was estimated for the prediction of the            

whole training set after each epoch. The five models with the highest fraction of              

correctly predicted training set SMILES were stored. As a rule, the stored models             

correspond to the latest epochs of training. The weights of five stored models were              

averaged to form the final model, which was used to predict reactions from the test sets. 

After several trials, we decided to use a Transformer architecture with 6 layers             

and 8 heads (6x8), which was used in the original work.​3 We found that using a smaller                 

architecture with 3 layers and 8 heads (3x8), which was used in our previous study,​1               

required more epochs to converge and thus longer overall training time to achieve the              

same performance. We restricted training of the model to 100 epochs to perform model              

development in a reasonable time and preserve the possibility to compare different            

augmentation approaches. For the final optimal architectures, we further investigated          

the effect of training time.  

 
Influence of the batch size 

The speed of calculations using augmented data was linearly increasing with the            

dataset size. One epoch using the USPTO-50k set (40k reactions) took 82s on a Titan               

V. Training of the USPTO-full augmented set (4.3M reactions) took 9514s, i.e.            

approximately 120 times longer. The use of a larger batch size (in our work we formed                

batches of length ​ca. 3000 characters, which approximately corresponded to 12-15           

reactions and required about 3.5G of GPU memory for the given Transformer            

configuration) could increase the speed of calculations. However, we noticed that large            

batches (i.e., we tried a batch of length 30,000 characters on Tesla V100 with 32GB of                

memory) could result in a decrease in the speed of convergence. Therefore, for this              

study we used a batch with 3000 characters. 

Beam search  

When generating new SMILES, the Transformer predicted at each step          

probabilities for all characters from its vocabulary. There are two common approaches            
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to decoding from a linguistic model, such as a Transformer. The first one, a greedy               

search, always takes the element (symbol, word) with the maximum probability at each             

step. The second one, beam search,​6 tracks in parallel several possible decodings            

(beam size) and sorts them according to the sums of logarithms of probabilities of each               

element. Thus, beam search can select those decodings where at one step the element              

to be chosen has no maximum probability but later symbols have maximum so the              

overall sum is greater than in greedy search settings. The beam search with n=5 or               

n=10 beams were used to predict the test set for the majority of analyses performed in                

this study. As a result of a search using a beam with size n, the Transformer produced                 

up to n SMILES. Because of the generation procedure these were always unique             

sequences. Some of them, however, could be errors or could be different            

representations of the same SMILES.  

 

Augmentation  

The datasets used in this study comprised both canonical and so-called           

augmented SMILES. Both canonical and augmented SMILES were generated using          

RDKit ​7​. We introduced this SMILES free augmentation method into RDKit at the end of               

2018 ​8,9​. The augmented SMILES were all valid structures with an exception that the              

starting atom and the direction of graph enumerations were selected by chance. The             

augmentation increased the diversity of the training set.  

The baseline dataset contained only canonical SMILES. The other datasets also           

contained SMILES augmented as summarized. Four different scenarios were used to           

augment training set sequences. Sequences were augmented using increasingly         

complex datasets as shown in Supplementary Tables 1 and 2. Namely, we used             

augmentation of products only (xN), augmentation of products and reactant/reagents          

(xNF), augmentation of products and reactants/reagents followed by shuffling of the           

order of reactant/reagents (xNS), and finally mixed forward/reverse reactions, where          

each retrosynthesis reaction from xNS was followed by the inverse (forward synthesis)            
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reaction (xNM). One more analysis was performed where the Transformer was asked to             

predict a fixed random SMILES string. 

Only xN were used for augmentations of the test sets because no information             

about reactant/reagents could be used for the retrosynthesis prediction. 

 

Supplementary Table 1. Augmentations of analyzed training datasets 

Dataset Description 

xN For N=1 the dataset contains canonical SMILES for reactants/reagents         

and products. For N>1 in addition to one canonical SMILES, the dataset            

contains (N-1) instances of the same reaction with augmented SMILES for           

the products (input data). The SMILES of reactants and reagents were           

canonical. 

xNR Products are encoded as canonical SMILES, but for reactants/reagents         

only one of possible random SMILES was chosen. 

xNF The first instances of each reaction contained canonical SMILES while          

other (N-1) instances were augmented for both input (products) and output           

(reactants and reagents) data. The order of SMILES in output data was not             

changed. 

xNS Same as xNF but the order of SMILES in reactants/reagents was randomly            

shuffled. 

xNM The same as xNS but also contained the same number of inverted (forward             

synthesis) reactions. The forward reactions started with “.” to distinguish          

them from retro-synthetic ones. 
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Supplementary Table 2. Examples of data augmentations for two reactions. Canonical            

SMILES are shown in bold. 

Data 
set 

input (product) >> output 
(reactants) 

Examples 

x0 canonical >> canonical CC(c1ccc(Br)nc1)N(C)C >> CC(=O)c1ccc(Br)nc1.CNC 

O=Cc1cncc(Br)c1 >> O=C(O)c1cncc(Br)c1 

x2 canonical >> canonical  

random >> canonical 

  

CC(c1ccc(Br)nc1)N(C)C >> CC(=O)c1ccc(Br)nc1.CNC 

n1c(Br)ccc(c1)C(N(C)C)C >> ​CC(=O)c1ccc(Br)nc1.CNC 

O=Cc1cncc(Br)c1 >> O=C(O)c1cncc(Br)c1 

c1(cncc(Br)c1)C=O >> ​O=C(O)c1cncc(Br)c1 

x2R canonical >> fixed random 

random >> fixed random 

  

CC(c1ccc(Br)nc1)N(C)C >> ​c1cc(Br)ncc1C(=O)C.CNC 

n1c(Br)ccc(c1)C(N(C)C)C >> c1cc(Br)ncc1C(=O)C.CNC 

O=Cc1cncc(Br)c1 >> ​c1c(cncc1C(=O)O)Br 

c1(cncc(Br)c1)C=O >> c1c(cncc1C(=O)O)Br 

x2F canonical >> canonical 

random >> random 

  

CC(c1ccc(Br)nc1)N(C)C >> CC(=O)c1ccc(Br)nc1.CNC 

n1c(Br)ccc(c1)C(N(C)C)C >> CC(=O)c1ccc(nc1)Br.CNC 

O=Cc1cncc(Br)c1 >> O=C(O)c1cncc(Br)c1 

c1(cncc(Br)c1)C=O >> c1c(cncc1C(=O)O)Br 

x3S canonical >> canonical 

random >> random+shuffled 

random >> random+shuffled 

  

CC(c1ccc(Br)nc1)N(C)C >> CC(=O)c1ccc(Br)nc1.CNC 

n1c(Br)ccc(c1)C(N(C)C)C >> CNC.CC(=O)c1ccc(nc1)Br 

CN(C(c1ccc(Br)nc1)C)C >> c1cc(Br)ncc1C(O)C.CNC 

O=Cc1cncc(Br)c1 >> O=C(O)c1cncc(Br)c1 

c1(cncc(Br)c1)C=O >> c1c(cncc1C(=O)O)Br 

n1cc(cc(c1)C=O)Br >> OC(=O)c1cncc(c1)Br 

x2M canonical >> canonical 

.canonical >> canonical 

random >> random+shuffled 

.random+shuffled >> random 

  

CC(c1ccc(Br)nc1)N(C)C >> CC(=O)c1ccc(Br)nc1.CNC 

.CC(=O)c1ccc(Br)nc1.CNC >> CC(c1ccc(Br)nc1)N(C)C 

n1c(Br)ccc(c1)C(N(C)C)C >> CNC.CC(=O)c1ccc(nc1)Br 

.CNC.CC(=O)c1ccc(nc1)Br >> n1c(Br)ccc(c1)C(N(C)C)C 

5 



O=Cc1cncc(Br)c1 >> O=C(O)c1cncc(Br)c1 

.O=C(O)c1cncc(Br)c1 >> O=Cc1cncc(Br)c1 

c1(cncc(Br)c1)C=O >> c1c(cncc1C(=O)O)Br 

.c1c(cncc1C(=O)O)Br >> c1(cncc(Br)c1)C=O 

 

Analysis of predicted SMILES  

The beam search was used to infer n=5 (or more) reactant sets from the model               

for each entry in the test file. The SMILES predicted within the same beam search were                

sorted in the decreasing order of their probabilities. Predictions containing erroneous           

SMILES representations, which could not be processed by RDKit, were discarded. The            

remaining predictions were converted to canonical SMILES. In cases where the           

predicted reaction contained several disconnected SMILES, they were sorted to have           

the same representation. If two or more identical predictions were found for the same              

input only the first prediction was kept: in this way we deduplicated reactions predicted              

for the same input data. For augmented test datasets, SMILES predicted for the same              

reaction were accumulated and those with the largest number of occurrences were            

selected as the top-ranked. If exactly the same number of predictions were found for              

two or more SMILES, the weights of the SMILES were set to be inversely proportional               

to their relative position in the respective beam search. Precisely, to rank predictions we              

used the following formula 

ank(SMILES) (SMILES{n, }, ARGET )/(1. 0.001 )r = ∑
 

n=0,.., augmentations
 ∑

 

i=1,.., beam
δ i T +  * i  

where the first sum was over canonical (n=0) and augmented SMILES for the same              

input reaction. When the target canonicalized SMILES was equal to the predicted            

canonicalized SMILES at position ​i of the beam search for augmentation n, .            δ = 1  

Otherwise, if predicted and target SMILES did not coincide, . The term 0.001*​i was         δ = 0      

used to weight the predicted SMILES to be inversely proportional to its position in the               

beam search (see also Supplementary Tables 3 and 4). 
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Top-n performance accuracy 

For the analysed input reaction we received a set of generated canonical SMILES 

(contributed both by beam search and augmentation procedure), which were ranked as 

explained above. If any of these top-n sequences coincided with the target canonical 

SMILES for the analysed reaction, the prediction was considered to be the correct one. 

The top-n accuracy was the ratio of the number of correct predictions to the total 

number of sequences in the test set. 

 

 
Supplementary Table 3. Illustration of a procedure used to rank predicted reactions  
 

Step Input SMILES Beam1,Beam2,Beam3 

Initial 
prediction 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CC(C),C(C)CC,C(N)N 
CNN,CCC,CC= 
CC.CCC,CCC.CC,C# 

Canonisation, 
sorting and 
error detection 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC,CCCC,CNN 
CNN,CCC,error 
CC.CCC,CC.CCC,error 

Elimination of 
duplicates and 
errors 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC,CCCC,CNN 
CNN,CCC 
CC.CCC 

Enumeration SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC(0),CCCC(1),CNN(2) 
CNN(0),CCC(1) 
CC.CCC(0) 

Ranks, see 
eq. 1 

 CCC = [1] +[ 1/(1+1./1000)] + [0]  = ​1.999 
CNN = [1/(1+2./1000)] + [1] + [0] = 1.998 
CC.CCC =[ 0] + [0] + [1] = 1 
CCCC = [1/(1+1./1000)] + [0] + [0] = 0.999 

The top-2 ranked predictions were CCC and CNN  
 
Supplementary Table 4. Illustration of procedure used to rank predicted reactions when 
using multiple predictions within the same beam 
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Step Input SMILES Beam1,Beam2,Beam3 

Initial 
prediction 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CC(C),C(C)CC,C(N)N 
CNN,CCC,CC= 
CC.CCC,CCC.CC,C# 

Canonisation, 
sorting and 
error detection 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC,CCCC,CNN 
CNN,CCC,error 
CC.CCC,CC.CCC,error 

Elimination of 
errors 

SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC,CCCC,CNN 
CNN,CCC 
CC.CCC, CC.CCC 

Enumeration SMILES_CAN 
SMILES_AUG1 
SMILES_AUG2 

CCC(0),CCCC(1),CNN(2) 
CNN(0),CCC(1) 
CC.CCC(0), CC.CCC (1) 

Ranks, see eq. 
1 

 CCC = [1] +[ 1/(1+1./1000)] + [0]  = ​1.999 
CNN = [1/(1+2./1000)] + [1] + [0] = 1.998 
CC.CCC =[0] + [0] + [1] + [1/(1+1./1000)] = ​1.999 
CCCC = [1/(1+1./1000)] + [0] + [0] = 0.999 

The top-2 ranked predictions were CCC and CC.CCC.  

 

The SMILES strings with the largest weights and thus those that appeared most              

frequently amidst the first sequences within the beam predictions were selected as the             

top-ranked. The top-1 and top-5 SMILES were used to estimate the prediction            

performances of models. 

Analysis of stereochemistry-free datasets  

About 20% of the reactions in the training and test sets had molecules with              

stereochemistry. The stereochemistry was encoded in SMILES with “/”,”\”,”@” and          

“@@” characters. However, a number of practical projects have relaxed          

stereochemistry requirements. Therefore, we separately reported the performance of         

the models for datasets with and without stereo-chemical information. 
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Character and exact sequence performance during training  

During the model training, we calculated character-based performance, which         

corresponded to the number of exactly predicted characters for the target SMILES, as             

well as exact sequence accuracy indicating the number of correctly predicted exact            

sequences. Both of these measures were approximations of the final accuracy, for            

which the predicted SMILES were first converted to canonical ones and only after were              

compared to the target values. 

 
 
Table 5. Examples of distributions of predicted SMILES 

Reaction Frequency of SMILES Ratio of the 
most frequent 
to all SMILES 

CCOC(=O)C1CCCN(C(=O)C
Oc2ccc(-c3ccc(C#N)cc3)cc2)
C1>>CCOC(=O)C1CCCNC1
.N#Cc1ccc(-c2ccc(OCC(=O)
O)cc2)cc1 
 

926* 51 7 6 2 1 1 1 1 1 1 1 
 

926/999 = 0.93 

CCCCC(=O)O>>CCCCC(=O
)OC(=O)CCCC 

203 112 107 98 57 19 16 13 12 12 
12 12 11 11 11 11 11 11 11 11 11 
11 8 8 8 8 6 6 6 6 6 6 6 6 5 5 5 5 5 
5 5 5 5 4 4 4 4 4 3 3 3 3 3 3 3 3 3 3 
3 3 3 3 3 3 3 3 2 2 2 2 2 2 1 1 1 1 1 
1 

203/999 =  0.2 

 
Star indicates the correctly predicted reaction. For the first reaction the most frequent 
SMILES was predicted 926 times or 93% of all predictions. For this SMILES the 
Transformer was very confident in the outcome of retrosynthesis, which it correctly 
predicted. For the second reaction the Transformer generated 78 different SMILES and 
the top-1 SMILES appeared only in 20% of all predictions. For this reaction the 
Transformer failed to predict the correct SMILES at all. 
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Unless otherwise noticed, the results presented in the supplementary Figures were           

calculated using the USPTO-50k set. 

 

 

 

Supplementary Figure 1. ​Top-1 accuracies calculated for models developed with          

different augmentation scenarios and using 40k sequences as the training set. All            

models were applied to the x1 (canonical) test and validation set as they were defined               

in ​10​. As we can see the performance of models is similar for both training and                

validation sets and it is monotonically increasing with the number of iterations. This             

observation was the main motivation to join training and validation sets as a single              

set, which was used for model development. 
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Supplementary Figure 2.​ Monitoring set accuracy (measured as a character 
accuracy) of Transformer for prediction of canonical (x10) and random (x10R) 
SMILES for USPTO-50k set (see Supplementary Tables 1 and 2 for explanation of 
used abbreviations). 
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Supplementary Figure 3. ​Top-1 full-sequence retrosynthesis accuracies calculated        

for models developed with different augmentation scenarios for USPTO-50k training          

set. All models were applied to the x20 test set. 

 

 

 

12 



 

Supplementary Figure 4​. Accuracy of prediction of SMILES generated at the 
respective position of the beam search using the largest beam size=44. The results 
were calculated for test set prediction using the model trained with 500 iterations on 
the USPTO-50k set. The use of canonical SMILES as input produced the highest 
accuracy (48.3%) for the first beam, which degraded for other positions of the beam 
while use of augmented SMILES provides about 44% correct predictions, which is 
slowly decreasing with the increase of the beam position. The number of erroneous 
SMILES is increasing with the beam position for both types of SMILES, but it was 
significantly higher for predictions when using canonical SMILES as input. 
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Supplementary Figure 5.​ Accuracy and density (fraction of predictions) of the 
Transformer for MaxFrag top-5 retrosynthesis accuracy as a function of the frequency 
of appearance of five most frequent SMILESes in the output of the Transformer (see 
also Figures in the article). Due to a small number of samples and high variability of 
data the average accuracy is shown for each first left datapoint for the same or 
smaller frequencies. For example for USPTO 50k set the accuracy of 58.9% for 
frequency 0.6 was calculated by averaging the MaxFrag accuracies for SMILES with 
frequencies ≤ 0.6. There were 7.1% of such predictions in the test dataset. 
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Supplementary Figure 6.​ Accuracy and density (fraction of predictions) of the 
Transformer for MaxFrag top-1 direct synthesis accuracy as a function of the 
frequency of appearance of the top-1 SMILES in the output of the Transformer for the 
respective test sets of the models (see also Figures in the article).  

 

 
Calculation of the decrease of the relative errors 

Let us assume that we can (theoretically) get 100% accuracy. Top-5 error of the              

previous model for the mixed set was 100-94.2 = 5.8%. The error of our model is 100 -                  

96.1 = 3.9%. The relative decrease of the error is (5.8-3.9)/5.8 = 32.7%.  
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