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## Supplementary Information

### 2 Materials and Methods

#### 2.2 Untargeted NMR metabolomics

As stated in the manuscript, the method developed in our previous work was used with some modifications1. A maximum of 15 samples per batch to limit intra-batch variability was selected, based on robust Principal Component Analysis (PCA)2 results (R package "rospca"3), which showed QC samples outlying after 18 NMR experiments. Samples were centrifuged at room temperature for the first three batches and at 4°C for all the rest. A Bruker DRX AVANCE spectrometer equipped with a triple resonance inverse 5 mm probe head operating at 500.13 MHz was employed for analyzing samples. Both the sequence and batch number of all samples were recorded for estimating technical variability. Longitudinal Eddy-Current Delay (LED) spectra were recorded and processed as previously described1. Spectra with high line width were not used for further analysis (>1.2 Hz). Areas corresponding to macromolecules, water, glucose and noise were excluded from data processing (areas above 10, 5.35 to 5.24, 5.15 to 4.40, 3.91 to 3.68, 3.54 to 3.36, 3.26 to 3.19, 1.30 to 1.10, 0.90 to 0.75, and below 0 ppm). Peaks at 3.185, 2.21 and 1.904 ppm were also excluded because of their strong correlation with the run order of samples. Even so, both QC samples and HV samples were separated based on run order and batch number, although the same was not found for pre- or post-operative samples that were analyzed for the purposes of this study. R studio version 1.1.4634 running R version 3.4.45 was used for loading the R package “SPEAQ”6 for obtaining the peak table. Due to their high number, SPEAQ was not possible to perform on all samples simultaneously. Hence, a script for aligning different SPEAQ batches was developed. R version 3.6.3 was used for all subsequent steps. After this batch alignment step, the ethanol peaks at 3.65 ppm, the highly variable histidine peaks at 7.06 and 7.81 ppm, the macromolecule peak at 2.02 ppm, the peaks at 2.21, 3.185 and 1.904 ppm, which were found to correlate with the order of HV sample analysis, were all removed, along with peaks not present in at least 80% of samples belonging to either the QC or HV group7. Probabilistic Quotient Normalization (PQN8) was applied as a normalization method, using as reference the median spectrum ignoring non-detects of a set of samples that were drawn from 98 healthy volunteers at the University Hospital Dresden for the PMT study. Next, 17 peaks with a coefficient of variation of more than 30% in QC samples were removed. And finally, after missing value estimation with the k-nearest neighbors (k-NN) method9 (k=10), the generalized log transformation (GLOG10) based on 133 Quality control (QC) samples was applied using R package “LMGene”11. The QC samples were prepared by pooling plasma obtained from 390 anonymized plasma samples to a total volume of about 450 mL, which was subsequently aliquoted into 1 mL batches and stored at -80°C until analysis. As a normalization and GLOG transformation optimization step, the process was repeated after the HV and QC sample groups were relieved of outliers detected by means of robust PCA2. The resulting dataset was directly used for multivariate statistics, whereas for univariate statistics the resulting dataset before missing value estimation and after applying CV filtering, was employed12. QC and HV samples were separated according to run order and batch analyzed, but this effect was not observed for any of the groups under investigation, so it was not considered to bias our results. All parameters and scripts can be found on the first author’s GitHub page (https://github.com/NickBliz/PPGL-PRE-VS-POST) and data can be provided upon request.

To aid in peak assignment, additional methods were employed. Specifically, 2D NMR, namely correlation spectroscopy (COSY, cosyprqf) and J-resolved (JRES, jresgpprqf) pulse sequences allowed for investigating correlations between peaks and peak multiplicity, respectively. These experiments, along with 1D NMR on filtered samples in pH 2.513, allowed for a number of peak identities to be confirmed, and some unknowns to be assigned to metabolites. Finally, QC samples were spiked with a number of metabolites to confirm assignments (Tables 2, 2S).

#### 2.3 Data Analysis and Statistics

Multivariate Analysis (MVA) was performed on mean-centered data by employing the MixOmics R package14. We used PCA15 to discover trends; Partial Least Squares Discriminant Analysis (PLSDA)16 was used both for investigating the metabolic signature of the differences between pre- and post-operative samples as well as for investigating differences between patients at baseline according to a clinical factor. Metabolomics data for PLSDA were not scaled, whereas patient metadata for PLS regression were scaled. The number of latent variables of each PLSDA model as well as its quality, was chosen/assessed by double cross validation (CV2)17,18, by leaving out either one sample for non-paired, or a pair of samples originating from the same patient for paired (multilevel) models and predicting their labels based on the model and using the Mahalanobis distance. The maximum number of latent variables for PLSDA models was 10, and for each inner cross validation loop the minimum number of components with the maximum accuracy was chosen, based on predictions using the Mahalanobis distance. PLSDA model significance was determined based on the result of n=1000 permutation tests17,18, in which the Y value of a random number of samples were swapped for those of an equal number of samples in the dataset and vice-versa. Important variables were determined based on their Variable Importance in the Projection (VIP) score19 (median outer-loop VIP score above 1 after double cross validation, or CV2) in PLSDA models. In addition, classic Partial Least Squares (PLS)16 was used as a multivariate regression (MVR) method, to investigate the influence of clinical factors on the patients' metabolome. Again, double cross-validation was used for optimization and evaluation of the model. Clinical factors investigated can be found in Table 1 and include pre- values which were more complete than their respective post-operative counterparts. Quality of PLS models was determined based on Q2 and *p-*values obtained from double cross validation and permutation testing respectively. When analyzing the metabolomic differences between pre- and post-operative patient samples, the Multilevel (ML) approach20 was used for the paired multivariate models. The Multilevel approach subtracts the mean of each patient's samples to highlight the difference between pre- and post-operation, by specifying the study design to the MixOmics R command. Thus, for pre- vs. post-operative sample analyses, we employed paired PCA and PLSDA.

Permutation testing was repeated 1000 times for each model investigated, by enabling multi-core parallel processing21 on a supercomputer22 for R, version 3.6.2. The original model’s significance was measured by computing the *p*-value compared to the permuted models, using the balanced accuracy (average of sensitivity and specificity) for PLSDA, number of misclassifications for ML-PLSDA, or Q2 of all latent variables for PLS (a.k.a. total Q2) and the formula in the paper by Szymanska et al17. The balanced accuracy is the unbiased version of the classic classification accuracy, which takes into account relevant group size23. CV2 and permutation testing were carried out based on in-house developed R scripts. Instead of the classic threshold of 0.0975 for Q224, we used the maximum value to select latent variables in each CV1 round, as the classic threshold was never exceeded.

Univariate statistical analysis methods were used to provide complementary results to multivariate tests25, and were performed using the "stats" R package5, to check for data normality26 and to discover significant differences between variables. For this purpose, data were not GLOG transformed. Univariate tests included the paired Wilcoxon test27 to discover any significant differences, at a significance level of 5%. The Spearman correlation28 estimate was used for investigating univariate non-parametric correlations between various factors (technical, clinical and biological) and peak intensities. Spearman's rho was deemed more appropriate than Kendall's tau for our purposes29, as the rho was also used in a similar study30 and could readily be compared to our results. The *p* values generated from the tests on the data collected, a false discovery rate correction31 was used to account for multiple testing, using the "p.adjust" command of the "stats" R package32. A corrected *p* value of less than 0.05 was accepted as statistically significant. Where appropriate, fold change was calculated either by dividing the median of the end response by the initial response samples (unpaired), or by averaging the quotient of the division of all end response samples over initial response samples (paired, division by patient). For building the correlation plot (Figure 2), the R package corrplot was employed33, along with the code provided by34.

### Results

#### 3.2 At baseline metabolomics

PCA of the metabolomics data for all patients (including pre- and post-operative samples), healthy volunteers and QC samples is shown in Figure 1S, with each sample analyzed having a unique metabolic signature that results in a single point in the plot. The first dimension explains 66% of the dataset's variation (Figure 1S), indicating how different the QC samples are from the study samples. The QC samples cluster closely together, whereas HV samples cluster the most out of all biological samples. Out of 111 peaks originally detected in the whole dataset and found in at least 80% of QC and HV samples, 3 were found to correlate significantly with the order HV samples were analyzed. These 3 peaks were subsequently excluded before data processing. Both HV samples could be separated based on the batch in which they were analyzed, and QC samples based on their run order within batches. However, neither batch or run order were found to influence results, based on low PLSDA classification accuracies for these factors on the datasets investigated. Even so, the Spearman/Wilcoxon tests found one significant peak correlating with the order preoperative samples were analyzed within batches/with different levels between samples analyzed at the beginning vs. the end of batches: the serine peak at 3.939 ppm (p=7e-03, rho=0.61/p=5e-03, fold change=1.377). The underlying cause of this correlation remains unclear. From the remaining 108 peaks, 17 were found to have a high coefficient of variation in the QCs (>30%), and so were left out before the analyses. The coefficients of variation of all 91 peaks in QC samples (which describe technical variation) were multiplied by two to be comparable to those of HVs, pre-operative PPGLs, and post-operative samples (which describe technical + biological variation) and were found to be lower in QCs than in any of the other groups of samples, with a paired t-test yielding significant results for the comparison of pre-operative peak CVs (*p*=1e-04), as well as post-operative (*p*=4e-03) and the combination of pre+post-operative (*p*=1e-05), but not for HVs (*p*=0.1). The median coefficient of variation in QC samples was found to be 0.102 in the final dataset, with a median absolute deviation of 0.070.



Figure 1S: PCA score plot of the complete dataset. This plot includes Healthy Volunteers (HV), Quality Controls (QC), Post-operative samples (POST) as well as Pre-operative samples originating from patients with PPGL (PPGL, pre-operative samples). Principal components 1 and 2 were used for the plot. QC samples were technical replicates and were aliquoted from pooled plasma collected from patients not included in the present study. The spread of QC samples can be indicative of technical variation associated to the data, which is significantly lower than biological.

Table 1S: The results from the Partial Least Squares Discriminant Analysis across all patients at baseline classified based on clinical factors. The model separating patients based on secretory phenotype was found to be significant (*p*<0.05, marked with an asterisk,\*).

|  |  |
| --- | --- |
| Factor | p-value |
| center (Dresden/Warsaw) | 0.233 |
| sample age | 0.072 |
| Days before surgery | 0.925 |
| sex (male/female) | 0.057 |
| Patient age (45 yr) | 0.686 |
| BMI (25 *kg/m2*) | 0.655 |
| hypertension (y/n) | 0.446 |
| diabetes mellitus (y/n) | 0.539 |
| tumor location (adrenal/extra-adrenal) | 0.734 |
| **secretory phenotype (adrenergic/nonadrenergic)\*** | **0.030** |
| Tumor size (5 cm) | 0.346 |
| total plasma metanephrines | 0.892 |
| total urine catecholamines | 0.523 |
| Batch | 0.714 |
| Run order | 0.320 |
| Cluster 1 vs. Cluster 2 | 0.529 |
| Presence vs. absence of mutation | 0.326 |
| Cluster 1 vs. all | 0.153 |
| Cluster 2 vs. all | 0.537 |
| SDH vs. SDH-negative | 0.159 |

Table 2S: The metabolic signature obtained from the significant patient secretory phenotype PLSDA model described in Table 1S. Each NMR peak was assigned to a metabolite, its levels determined higher or lower in patients with nonadrenergic than in those with adrenergic tumors (median values, based on the univariate non glog transformed data). The identity of each peak was either determined only by visual inspection and chemical shift values (no asterisk), visual inspection + 2D NMR and experiments on filtered plasma at pH 2.5 (single asterisk\*), as well as visual inspection, 2D NMR + spiking experiments (double asterisks\*\*). The final column indicates the importance in the model for each peak and is based on the median variable importance to the projection (VIP). Peaks were deemed important and are presented here if they had a median VIP of >1.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| METABOLITE | Peak Chemical Shift (ppm) | Nonadrenergic levels | Fold Change (N/A) | Importance in model |
| Creatinine\*\* | 4.041 | ↓ | 0.903 | 20 |
| Lactate\* | 1.321 | ↓ | 0.937 | 19 |
| Serine/Phenylalanine/Histidine\*\* | 3.973 | ↑ | 1.008 | 18 |
| Lactate\* | 1.307 | ↓ | 0.947 | 17 |
| Lactate/Proline/3-Hydroxybutyrate\* | 4.121 | ↓ | 0.960 | 16 |
| 3-Hydroxybutyrate/Proline\* | 4.133 | ↑ | 1.045 | 15 |
| Threonine/Glycerol\* | 3.567 | ↓ | 0.855 | 14 |
| Pyruvate\*\* | 2.356 | ↑ | 1.290 | 13 |
| Unknown Metabolite | 3.262 | ↓ | 0.691 | 12 |
| Lactate\* | 4.094 | ↓ | 0.989 | 11 |
| Lactate\* | 4.108 | ↓ | 0.993 | 10 |
| Succinate/3-Hydroxybutyrate\*\* | 2.389 | ↓ | 0.833 | 9 |
| Creatine\*\* | 3.917 | ↑ | 1.084 | 8 |
| 3-Hydroxybutyrate\* | 2.313 | ↑ | 1.204 | 7 |
| 3-Hydroxybutyrate\* | 2.370 | ↑ | 1.117 | 6 |
| Creatine\*\* | 3.021 | ↑ | 1.212 | 5 |
| Dimethyl sulfone\* | 3.137 | ↓ | 0.848 | 4 |
| Acetylcarnitine\*\* | 3.177 | ↓ | 0.779 | 3 |
| Acetoacetate | 2.262 | ↑ | 1.084 | 2 |
| Glycerol\* | 3.555 | ↓ | 0.570 | 1 |

Table 3S: The results from four classic partial least squares models used as a regression method, based on data collected from samples at baseline. Each sample’s clinical values for each factor were used to describe their respective metabolomes. No significant models were found after CV2 and permutation testing (n=1000).

|  |  |
| --- | --- |
| Factors Considered | P VALUE |
| Total: sample age, sex, patient age, tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype, days before surgery, center, run order, batch number | 0.590 |
| Technical: Sample age, days before surgery, center, run order, batch number | 0.348 |
| Biological: sex, patient age, tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype | 0.982 |
| Clinical: tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype | 0.957 |
| Excluding factors with missing information |
| Total: sample age, sex, patient age, tumor size, plasma metanephrines, tumor location, secretory phenotype, center, run order, batch number | 0.331 |
| Technical: Sample age, center, run order, batch number | 0.255 |
| Biological: sex, patient age, tumor size, plasma metanephrines, tumor location, secretory phenotype | 0.460 |
| Clinical: tumor size, plasma metanephrines, tumor location, secretory phenotype | 0.892 |

#### 3.3 Pre- vs Post-operative Metabolomics

Table 4S: The results from multilevel (paired) PLSDA of Pre vs. Post samples originating from PPGL patients. Each row depicts the significance (p-value) of each model that was built upon each subset of the total (PVP) dataset. The only significant models (marked in an asterisk\*) originated from the dataset including female patients and the dataset of patients that were post-operatively sampled a median of 341 days after pre-operative sampling. The final column is the number of important peaks for significant models that were summed in Table 2 to obtain the final signature of relevant metabolites. HT: Hypertension, DM: Diabetes mellitus.

|  |  |  |
| --- | --- | --- |
| **Dataset** | **ML-PLSDA****P-value** | **Number of Important Peaks** |
| PVP(n=72) | 0.091 |  |
| Samples from Dresden (n=24) | 0.579 |  |
| Samples from Warsaw (n=36) | 0.173 |  |
| BMI<25 *kg/m2* (n=30) | 0.217 |  |
| BMI>=25 *kg/m2* (n=38) | 0.664 |  |
| MALE(n=18) | 0.710 |  |
| **FEMALE(n=54)\*** | **0.044** | **17** |
| AGE<45 yr. (n=26) | 0.645 |  |
| AGE>=45 yr. (n=46) | 0.391 |  |
| ADRENERGIC(n=36) | 0.127 |  |
| NONADRENERGIC(n=36) | 0.271 |  |
| ADRENAL(n=62) | 0.140 |  |
| TUMOR SIZE<5 CM (n=36) | 0.109 |  |
| TUMOR SIZE>=5 CM (n=36) | 0.702 |  |
| Days between pre- and post-operative sampling <median(n=36) | 0.310 |  |
| **Days between pre- and post-operative sampling >=median (n=36)\*** | **0.008** | **19** |
| HT Y PRE, N POST(n=18)  | 0.310 |  |
| HT Y PRE, Y POST(n=24)  | 0.128 |  |
| DM N PRE, N POST(n=52) | 0.232 |  |
| C1 (n=14) | 0.698 |  |
| C2 (n=14) | 0.521 |  |
| Presence of Mutation (n=28) | 0.751 |  |

Table 5S: The results from three classic partial least squares models used as a regression method, based on the differences in peak intensities between pre and post samples (delta). Each sample’s clinical values for each factor were used to describe their respective metabolomes. No significant models were found after permutation testing (n=1000).

|  |  |
| --- | --- |
| Factors Considered | P VALUE |
| Total: sex, patient age, tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype, days between sampling, center | 0.092 |
| Biological: sex, patient age, tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype | 0.100 |
| Clinical: tumor size, plasma metanephrines, urine catecholamines, BMI, hypertension, diabetes, tumor location, secretory phenotype | 0.062 |
| Excluding factors with missing information |
| Total: sex, patient age, tumor size, plasma metanephrines, tumor location, secretory phenotype, days between sampling, center | 0.135 |
| Biological: sex, patient age, tumor size, plasma metanephrines, tumor location, secretory phenotype | 0.115 |
| Clinical: tumor size, plasma metanephrines, tumor location, secretory phenotype | 0.100 |



Figure 2S: Correlation plot associating each variable (factor or relevant metabolite) delta with every other. This plot is similar to Figure 3 of the result section, excluding the asterisks for marking significance but including all correlations with all clinical factors investigated. A total of 32 patients were used for this plot, as all factor information was available for these patients.
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