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ABSTRACT Pollen allergies have become one of the most wide-spread afflictions that impact quality of life.
This has made automatic pollen detection, classification and monitoring a very important topic of research.
This paper introduces a new public annotated image data-set of pollen with almost 45 thousand samples
obtained from an automatic instrument. In this work we apply some of the best performing convolutional
neural networks architectures on the task of pollen classification as well as some fully convolutional networks
optimized for image segmentation on complex microscope images. We obtain an F1 scores of 0.95 on the new
data-set when the best trained model is used as a fully convolutional classifier and a class mean Intersection
over Union (IoU) of 0.88 when used as an object detector.

INDEX TERMS BAA-500, pollen classification, pollen image segmentation, U-net, artificial pollen dataset.

I. INTRODUCTION

Pollen allergies cause most of the seasonal allergies [1].
Because the number of people affected by these sort of ail-
ments is on the rise there is a lot of interest in developing
methods of predicting atmospheric pollen concentrations for
plants known to cause issues.

There are two ways in which pollen monitoring can
improve the quality of life for most allergic people. Now-
casting can be used to send alerts, similar to how extreme
weather alerts are broadcast. This information could prove
useful in minimizing exposure to pollen, from certain species
of plants. Another, more complex solution, would be creating
pollen forecasts similar to how weather prediction functions.
Both solutions can work only if reliable historical data is
available. These data sets have to be gathered using standard-
ized equipment and methodologies such as automatic pollen
monitoring systems.
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To create predictive models for pollen from multiple
species there is a need for accurate pollen counts over mul-
tiple seasons. This is needed to find a significant statis-
tical relationship between pollen and other meteorological
parameters such as temperature, humidity, pressure, or other
environmental variables. All of these sources of information
can then be used in developing time-series analysis that can
predict days or even weeks in advance the presence of pollen,
from a certain species, at a certain location.

The issue in developing forecast models is that pollen
counting so far has been mainly a human-centric activity,
with a time-intensive procedure where technicians or Ph.D.
students are used to count and classify the particles captured
by Hirst traps [2] or similar devices [3]. These methods of
getting pollen information have some inherent limitations.
The main issue that comes to mind is the lack of scalability
of systems that rely on human operators. Another aspect
is the lag between when pollen is captured by the device
and when the information actually reaches the general pub-
lic, with most pollen counting happening at the end of the
week for the preceding week. Because different groups use
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different methodologies for counting and classifying pollen
there is an inherent bias in the pollen data from different
locations.

Many papers have tackled the task of pollen classification
in the past, unfortunately, most of them have the same weak-
ness, they rely on hand-crafted data-sets to train machine
learning models. This limits the use of the trained models to
data sources that use the exact same pollen sample prepara-
tion steps as the the hand-crafted data sets. This makes these
models less useful in real-world applications, where there are
variations in the pollen sample processing.

To alleviate the issues associated with manual pollen mon-
itoring, automated systems have become more widespread.
One fully automatic system is the BAA-500 device [4]. This
instrument operates similar to the classical Hirst trap but
eliminates the human input in preparing the microscope slides
and selecting focus levels. This makes measurements much
more standardized and part of the same data distribution,
making them inter-compatible for use in modeling. While
such devices are great for obtaining raw data, there is still a
need for more algorithms development to fully exploit these
data sources and to go from images to sufficiently reliable
pollen counts that would be then useful for modeling or for
creating alerts.

In normal operation, a BAA-500 device will generate
images of size 1280 x 960 that contain a large number of
different particles. Before any classification can occur, the
image must be segmented at a particle by particle level. While
the instrument manufacturers provide some algorithms to
do this, the complex shape of the particles makes it very
difficult to accurately segment such images using classical
image processing methods.

In this work, we tackle this problem by utilizing a fully
convolutional neural network architecture to directly segment
the large images and make classifications in one step. This
model is trained using synthetic images created from a new
public data set of pollen.

The paper is structured as follows: Section 2 presents
related work to the use of convolutional neural net-
works for pollen classification, and more specifically looks
at results obtained on data from the BAA-500 device.
Section 3 presents an overview of the new annotated pollen
data-set from a BAA-500 device and some useful augmenta-
tion strategies; also in this section the proposed architecture
for pollen segmentation is presented. In the results section,
we compare multiple approaches for pollen classification.
Finally, the conclusions present the advantages and the limi-
tations of our proposed system.

Our Contributions:

The main contributions presented in this work are:

« A new public pollen data-set obtained from a BAA-500
device that was first processed by automated means and
then manually validated by human experts. This data-set
contains over 44000 cropped images of 19 classes
(16 pollen types, 2 fungus spore types and a junk class)
of particles.
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« Evaluation of a multitude of CNNs architectures on the
data-set to obtain a classification score baseline.

« Development of a method of training fully convolutional
models to be able to segment and classify pollen from
automated BAA-500 system.

Il. RELATED WORK

The need for automatic pollen classification was first identi-
fied in the late *60s by [5], with the first attempts done by [6]
at the end of the *70s with the use of electron microscopy to
obtain high-detail images of pollen and use of discriminant
analysis as the tool for classification. The use of an electron
microscope to obtain pollen images used for classification
was completely impractical due to the requirements of obtain-
ing such images and was only used as a proof-of-concept.
After this, the move was towards visible light microscopy
to obtain pollen images used for classification usually
with texture analysis methodologies, such as those done
by [7], [8] and [9].

Starting with the 2000s, as the field of machine learning
had expanded and matured, new techniques have been used
for pollen classification with many attempts such as [10]-[12]
and [13].

A. POLLEN DATA-SETS

To further the work done on pollen classification a number
of pollen data-sets, containing annotated images of pollen
samples, appeared and among them some notable examples
are:

o POLEN?23E that first appeared in [14] is a small set con-
taining 805 pollen images from 23 classes. The authors
that introduced this data-set obtained a Correct Classifi-
cation Rate (CCR) of 64%.

o« POLLEN73S introduced in [15] is a medium sized
set containing 2523 images from 73 classes. In [15]
the authors achieved a precision results of 95.7%
and 94.0% when using DenseNet-201 and ResNet-50
models.

« Finally, POLLENI13K was presented in [16] and is a
larger set containing over 13000 images but from only
5 classes.

While each of these data-sets is very useful in developing
new and better approaches for automatic pollen classification,
they all suffer from the same limitation. This being that the
data-sets are hand-crafted, with a lot of human intervention,
and not built in particular standardized way. All the above
data-sets include pollen preparation steps that have to be
manually done by technicians, like selecting a pigment to
highlight different aspects of the pollen particle and selecting
different focus levels for each pollen type to have the sharpest
image. This introduces a lot of bias that makes models trained
on such data-sets unusable on new samples from automated
pollen capture systems. This makes their applicability limited
when increasing the scale to automated systems. To use a
model trained on such data-sets the data pipeline would have
to include all of the pre-processing steps done by humans,
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which would defeat the purpose of having an automated
system to gather the new samples.

Inrecent years, with the advancement of automatic particle
analyzers, some data-sets have been created using only data
from completely automated systems. Some examples of such
data-sets are:

o Data-set-15 [17] contains overall 51,277 samples and
15 classes and the originators obtained an unweighted
average precision of 83.0 % and an unweighted average
recall of 77.1 % across 15 classes of pollen taxa.

o Data-set-31 [18] is an expanded version of Data-set-
15 but with some extra classes. In [18] the authors
achieved an unweighted average F1 score of 93.8%
across 15 classes and an unweighted average F1 score
of 75.9% across 31 classes. While the result on these
data-sets are very promising, the main issue still remains
that these classifiers rely on classical image process-
ing methods for segmentation. And these segmentation
methods are not optimal for complex patterns formed by
pollen particles on microscope slides.

While Data-set 15 and 31 are great resources they are not
publicly available and this limits the amount of research that
can be done using them. Our Data-sets addresses most of
the issues of previously published sets because it is publicly
available and obtained from an automated system.

B. POLLEN CLASSIFICATION ALGORITHMS

Some of the classical machine learning approaches previ-
ously used for pollen classification are: Support Vector Clas-
sifiers (SVCs) used in [19], Random Forest (RF) in [20],
Decision Trees with Adaboost ensemble used in [21], and
Multi-Layer Perceptron (MLP) in [13]. Because such meth-
ods have difficulties when applied to images, dimensionality
reduction has to be first applied. Some dimensionality reduc-
tion used with pollen images are the histogram of gradients
(HOG) [22] and local binary pattern (LBP) [23] as previously
used for pollen classification in [16].

Convolutional neural networks have become, over the last
decade, the solution when dealing with computer vision tasks.
This is true also for pollen classification with most attempts
using such networks. Because training such large models
requires a huge amount of data that is not always easy to
obtain, the standard approach is to use a pre-trained model
to jump-start the training on a new vision task.

Because we introduce a new pollen data-set in this paper,
we run the ‘“‘standard” battery of deep learning architec-
tures specialized on computer vision, including VGG-16 [24],
VGG-19 [24], ResNet50 [25], Inception V3 [26], Xcep-
tion [27] and DenseNet201 [28]. All these models were
selected because they showed very good results in recent
pollen classification work [15] and [18].

IIl. MATERIALS AND METHODS
In this section the pollen data-set is presented along with
all of the pre-processing and augmentation methods used.

VOLUME 10, 2022

FIGURE 1. The full image of pollen with dirt and other contaminants from
BAA-500 device. Rough segmentation made by instrument.

The architecture selection and the experimental setup is also
discussed in this section.

A. DATA-SET OVERVIEW

The BAA-500 instrument provides microscope images of
pollen at multiple focus levels. These images are merged by
the device into a synthetic image to minimize storage require-
ments. These synthetic images are then roughly segmented
by the device as can be seen in Figure 1, with mostly empty
regions being replaced by a black background.

The device manufacturers also provide a framework for
individual particle segmentation and classification using sev-
eral hand-crafted features. Using this as a starting point,
a database of pollen, representative for Europe, was compiled
from many devices. A sub-set of this database, validated by
human experts, is the basis of the data-set introduced in this
work.

In Table 1 the number of samples from each pollen type
is presented. While most of the classes are representative
of the different genera of plants, some such as Alternaria,
Fungus, and Junk are other objects that can be found on the
microscope slides alongside pollen.

The data-set is relatively balanced compared to previously
published data-sets (Data-Set-15-31). Still some class imbal-
ance is present and that has to be accounted for when training
a classification model.

This new data-set is completely ‘“‘compatible” with the
other sets obtained from a BAA-500 device and a larger
mixed data-set could be considered by merging it with the
previously discussed ones.

Moreover, thanks to the lack of human involvement in the
preparation of the slides and in taking the pollen images, there
is a good opportunity to use a model trained on this data-set
on real-world data from BAA-500 devices, such as those
in the Bavaria monitoring network. While this data-set was
obtained completely automatically, some biases were still
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TABLE 1. Data-set overview.

GENUS NUMBER OF SAMPLES % OF DATA-SET
ALNUS 2860 6.38 %
ALTERNARIA 1849 4.11%
AMBROSIA 143 0.31%
ARTEMISIA 791 1.76%
BETULA 2894 6.44%
CARPINUS 2871 6.39%
CORYLUS 220 0.48%
CUPRESSACEAE 2702 6.01%
FAGUS 2958 6.58%
FRAXINUS 2934 6.53%
FuNGUSs 3458 7.70%
JUNK* 5297 11.59%
PINUS 1830 4.07%
PLANTAGO 3034 6.75%
PLATANUS 828 1.84%
POACEAE 2390 5.32%
POPULUS 2958 6.58%
QUERCUS 2806 6.24%
URTICACEAE 2085 4.64%

* not pollen or fungus genus, but representative for dust or other
particles that might appear on microscope slides.

FIGURE 2. All the particle types present in the database: a) Alnus,

b) Alternaria, c) Ambrosia, d) Artemisia, e) Betula, f) Carpinus, g) Corylus,
h) Cupressaceae, i) Fagus, j) Fraxinus, k) Fungus, I) Junk, m) Pinus,

n) Plantago, o) Platanus, p) Poaceae, q) Populus, r) Quercus, s) Urticaceae.

imparted by the human experts that made the re-classification
and validation of the data.

B. DATA ANALYSIS AND AUGMENTATION

The data-set is composed of individually cropped images of
pollen and other particles with a maximum size of 360 x
360 pixels and grayscale color information. Examples of the
types of particles present in the data set are shown in Figure 2.
Due to the different sizes of the particles, padding was used
to bring all of them to the same shape. This was easily done
because the background was already black.

From Table 1 we can see that there is some class imbalance
in the data-set that has to be accounted for. This can be
to a degree resolved by over-sampling the less predominant
classes and by applying augmentations to them.
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To the original images, several types of transformations
were applied to increase the number of samples available for
training and, to a lesser degree, prevent over-fitting.

Positional augmentations such as vertical and horizon-
tal flipping, rotating, and shearing of the images was first
applied. The next step involved applying color augmenta-
tions such as modifying the brightness, contrast, or histogram
shifting. And lastly, we applied gray patches overlaid on the
images to occlude parts of the original sample. This last step
was done to force the model to rely on the entire image for
context and not just particular features present in the pollen.

All of the augmentations were applied either when training
a classifier or when constructing the samples used to train
the U-net models used for class segmentation. As such, the
images generated through augmentation are not part of the
data-set, available on request, but the source code used for
augmentation is provided at the end of the paper.

C. PROPOSED ARCHITECTURE

The machine learning task approached in this work is that
of image segmentation and classification. For such a task,
U-nets [29] are a very common network architecture used.
This is in part thanks to the ability of such networks to learn
complex patterns and be able to segment organic patterns
present in images.

Since they were initially proposed [29], U-nets have
become a staple in many scientific fields in the task of
class segmentation of complex tissues [30], cellular compo-
nents [31], satellite image processing [32] and even geologi-
cal studies [33].

While many improvements have been applied to U-net,
the basic concept of a fully convolutional neural network
is still powerful on its own and the U-net is still the go-to
architecture when approaching a new segmentation task.

1) U-NET AND VARIANTS

The U-net architectures used in this work are based on the
networks first presented in [29]. Starting with the original
U-net a few variants, based on work done by [34] and [35],
were also tested to find the best performance on our data-set.
Considering that U-nets are, at their core, nothing more than a
Fully Convolutional Network (FCN) [36] with long-distance
skip connections, we tested several different configurations
to find the best-performing model for our task.

As presented in Figure 3 we started with the FCN pictured
in a) and U-net in b). After this we replaced concatenation
with addition, for the long-distance skip connection in the
version shown in c). So instead of concatenating the infor-
mation, from the contraction path to the expansive side, we
just added them together at the appropriate levels. Another
modification applied was adding more skip-connections that
skip only one convolution block at a time d). The last two
variants are the combinations of b) and c¢) with the d) variant.

For all the U-net networks variants the depth was kept
fixed using only 3 max-pooling layers [37] and 3 up-sample
layers. The number of convolution filters was always doubled
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FIGURE 3. The fully convolutional networks used in this paper: a) FCN,
b) U-net, c) U-net with addition instead of concatenation, d) FCN with
skip connections, e) U-net with skip connections, f) U-net with addition
instead of concatenation and with skip connections.

after a max-pooling operation. This means that the number
of kernels of the first layer defines the width of the entire
network. This was varied with 4, 8, 16, and 32 selected as the
number of kernels in the first layer.

The activation function selected was that of Rectified linear
units or ReLu [38] and Batch Normalization layers [39] were
used to aid in training. The order of layers used at each level
is the convolution layer, followed by the batch normalization
layer, followed by the non-linear activation.

2) BUILDING TRAINING DATA FOR U-NET

In order to train a fully convolutional neural network, labels
for images are not sufficient. The training labels have to be
extended at the pixel level for each sample in the data-set.
Because our goal is to train a model capable of segmenting
images into masks for each type of pollen, the training data
has to be adequately prepared.
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FIGURE 4. Cropped images are randomly selected from the data-set,
augmented and used to create large synthetic images similar in
complexity to the real images produced by the BAA-500.

Using the database presented above, we created synthetic
images similar in size and complexity to the original large
images produced by the BAA-500. This is useful because the
fully trained model can then be used directly on the output
of the pollen monitoring instrument. The model will either
be used to identify the presence of certain particles and count
them. Or even in an easier use case, the model could be used
to create masks that can be used to remove unwanted classes
from an image (e.g. junk class).

All of the augmentation techniques, presented in the pre-
vious section, were used on the small cropped images that
were then used as building blocks, for creating the large
synthetic images. Because the junk class is much more varied
compared to the pollen classes, many junk backgrounds were
used to train the models to classify as junk vegetable fibers,
commonly found in alongside pollen, that were not present
in the data-set due to their large size. The junk backgrounds
were treated as normal backgrounds and particles were over-
laid to create a complex image.

When generating each synthetic image, we started with
either a fully black background or a junk background.
After this, we randomly selected a class of particles and
selected a random sample from that class. This was then
randomly augmented with one or more transformations and
overlaid with the background image. At the same time,
the ground-truth mask was constructed as presented in
Figure 4.

The training sub-set was used to create random large syn-
thetic images during training and a seed based creation of
large synthetic images from the validation set was used to
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TABLE 2. Classification F1 score for classical ML approaches.

MODEL TYPE/FEAT.ENG. HOG LBP
LINEAR SVC 0.46 0.46
RBF SVC 0.29 0.48
RANDOM FOREST 0.46 0.53
ADABOOST 0.41 0.52
MLP 0.47 0.62

evaluate from epoch to epoch. This was done to maintain a
fixed target for the algorithm to learn towards.

IV. RESULTS AND DISCUSSIONS
This section presents all of the experiments done to find a
good classifier system for the data from BAA-500 devices.
The objective metric used to compare classification models
is an unweighted F1 score and for the segmentation task,
the metric used was the unweighted mean IoU for all of the
classes.

Before training any model, the data-set was split into
3 parts, the training set containing 80%, the validation set with
10%, and the test set with 10% of the original data-set. The
split was done proportional to the number of samples per class
in most cases. For the classes that had very few examples a
minimum of 20 were reserved for testing.

A. CLASSICAL APPROACHES
For classical approaches to pollen classification we started
from the work done by [16].

The data was first re-scaled from the 0-255 range to
the 0—1 range to make it easier for the models to train. Our
cropped samples were 360 x 360 in size and a dimension-
ality reduction was necessary to accomplish this. We used
histogram of gradients (HOG) and local binary pattern (LBP)
as two different feature engineering steps.

Because they showed good results in previous works [16]
some architectures were selected including Support Vector
Classifiers (SVCs), Random Forest (RF), Decision Trees with
Adaboost ensemble, and Multi-Layer Perceptron (MLP). All
of the selected models come from the sci-kit learn packages
and were used with default settings.

As presented in Table 2, the performance of classical meth-
ods is limited. This could be explained by some things such as
aloss of information when applying dimensionality reduction
methods(HOG and LBP), the simplicity of the models used
and the complexity of the task. This was expected, but it is
always best to try the simplest solution to a problem first.

B. DEEP ARCHITECTURES

The experiments with CNN architectures are split into two
groups: i) using a pre-trained model and fine-tuning or
ii) training from scratch. When using the pre-trained model
the gray-scale images are treated as RGB images with iden-
tical information on all of the channels, to have the same
input shape as the models trained on Imagenet [40]. The fully
connected layers, on top of the convolutional part, of each
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TABLE 3. Classification F1 score for deep architectures.

ARCHITECTURE  PRE-TRAINED  FULLY TRAIN
USED ON IMAGENET ON POLLEN
VGG-16 0.82 0.90
VGG-19 0.80 0.92
RESNETS50 0.59 0.90
INCEPTIONV 3 0.85 0.93
XCEPTION 0.86 0.93
DENSENET201 0.87 0.92

model are replaced with a Global Pooling layer and a final
soft-max layer used for classification. The convolutional lay-
ers are frozen and only the small fully connected part of the
network is trained. The results are good and quite close for
most of the models with an exception being the ResNet50
that suffers the most when pre-trained.

When moving to train the models from scratch, the input
of the networks is considered as a 360 x 360 x 1 tensor
because there is no point in duplicating the grayscale image
to three channels. Another difference is that all the layers are
randomly initialized and all of them are trainable.

All of the networks in these experiments were trained
for 100 epochs with a batch size of 32. The augmentations
were randomly applied to images during training. The results
presented were on the test set and for the best version of each
model obtained by saving the model weight after each epoch,
where performance increased on the validation set.

We obtained good and quite close results for all of the
model architectures, with the worst performance being for
the VGG-16 and ResNet50. This might be in part to the fact
that we used a Global Pooling layer [41] instead of multiple
dense layers after the convolutional part of the network. The
very poor performance of the pre-trained ResNet50 might
indicate that the model focuses a lot on color when making
classifications.

While an in-depth hyper parameter search could improve
the accuracy of these CNNs, the main limitation of relying
on other methods for segmentation would still be present.
This brings us to the final set of experiments presented in this
work.

C. U-NET AND VARIANTS
Moving forward from the baseline of the CNN architectures
used, we get to the U-net experiments.

These runs were done for all 6 variants of the U-net pre-
sented in the Materials and Methods section. For each variant
of the U-net, we ran 4 different experiments with the number
of filters of the first layer changed. This was done to find
the optimum in the number of convolution kernels to have
good performance of the models while not going into an over-
fitting regime.

Looking over the graphs in Figure 5 that show the training
over 100 epochs for all the models at a certain width, we see
that for the models with widths 4 and 8 have a validation score
higher than the training score, meaning that it is easier for the
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FIGURE 5. The training for all FCNs (all 6 variants): a) width 4, b) width 8,
c) width 16, d) width 32. The segmented line is for train score and the
continuous line is for validation score.

TABLE 4. Classification class mean unweighted class loU for U-net and
variants at different widths.

U-NET VARIANT W-4  W-8 W-16 W-32
FCN 0.61 0.72 0.71 0.79
U-NET 0.67 0.81 0.85 0.86
U-NET(ADD) 0.65 0.79 0.85 0.88
FCN + RES 0.64 0.78 0.82 0.82
U-NET + RES 0.66 0.78 0.83 0.87

U-NET(ADD) + RES 0.66 0.82 0.83 0.88

URTICACEAE
QUERCUS

PLANTAGO
PINUS

UNGUS
FRAXINUS
FAGUS
CUPRESSACEAE
CORYLUS
ARTEMISIA
AMBROSIA
ALTERNARIA
ALNUS
BACKGROUND

FIGURE 6. The results of the best performing U-net on a synthetic image:
a) The synthetic image, b) the ground truth, c) the model prediction.

model to classify the data-set when it is not augmented than
when it is augmented. At a width of 16 we see that the training
and validation score is very close meaning that the model is
well parameterized. And finally, when going at the largest
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FIGURE 7. The results of the model when used on real data from
BAA-500 device. Top image is the original gray-scale image and bottom
one is the prediction. The model manages to differentiate quite well
between different types of pollen and also manages to correctly identify
the junk in the image.

width of 32 we see that some over-fitting is present and we
have diminishing returns.

Because we could generate the images used in training the
U-net, programmatically we used 1000 images per training
epoch and generated new ones after each epoch. The vali-
dation images, used to evaluate the model after each epoch,
were generated controlling the random seeds to have the same
images at each evaluation.

To have a comparison between the U-net model and the
other CNN architectures used for classification we propose
an aggregation method to reduce an output mask to just one
label. The output mask of the U-net is added on the x and y
spatial dimensions leaving a 1 x 1x20 vector with the highest
value in the class that is most present in the image. The first
element of the vector is discarded because it is used for the
background.

Using this approach we obtained a classification average
unweighted F1 score of 0.95 for the U-net. This is a good
way of validating that the model learned more from the pollen
particles than other approaches.
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TABLE 5. The time required to train and the number of trainable
parameters for each model used.

Model | Time to train [ Number of parameters
Linear SVC (HOG) 474 seconds 12,960
RBF SVC (HOG) 380 seconds 110,979
Random Forest (HOG) 16 seconds N/A
ADABoost (HOG) 302 seconds N/A
MLP (HOG) 91 seconds 66,819
Linear SVC (LBP) 65 seconds 600
RBF SVC (LBP) 23 seconds 5,130
Random Forest (LBP) 7 seconds N/A
ADABoost (LBP) 190 seconds N/A
MLP (LBP) 35 seconds 4919

VGG-16 (Pre-trained)
VGG-19 (Pre-trained)

4 min/epoch 9,747
4.5 min/epoch 9,747

ResNet50 (Pre-trained) 4 min/epoch 38,931
InceptionV3 (Pre-trained) 4 min/epoch 38,931
Xception (Pre-trained) 4 min/epoch 38,931
DenseNet201 (Pre-trained) 5 min/epoch 36,499
VGG-16 11 min/epoch 14,723,283
VGG-19 13 min/epoch 20,032,979
ResNet50 10 min/epoch 23,567,251
InceptionV3 7 min/epoch 21,806,707
Xception 17 min/epoch 20,845,307
DenseNet201 15 min/epoch 18,123,155
FCN (32 width) 7 min/epoch 2,940,596
U-net (32 width) 7 min/epoch 3,370,676
U-net(add) (32 width) 7 min/epoch 2,983,604
FCN + Res (32 width) 7 min/epoch 3,092,148
U-net + Res (32 width) 7 min/epoch 3,565,236
U-net(add) + Res (32 width) 7 min/epoch 3,135,156

Finally, this architecture has the advantage of working on
the full images from the device. In Figure 6 we can observe
the segmentation results on a synthetic image. In the first
part, we see that while the particle identification is very good
the main problem comes when classifying some pollen types
from under representative classes.

When applying the network to real data, as in Figure 7,
we get good results although there is some difficulty in find-
ing clear boundaries between particles. This is caused by the
fact that the cropped images, even when overlapped in our
synthetic data, had clear boundary artifacts that the model
learned to take advantage of.

The results on real images are promising considering the
use of a U-net for so many classes. The possible use cases for
this model could be either the full use as an object detector
or an easier use case of just creating a mask for junk and
eliminating such particles from the images to have an easier
time at using other segmentation approaches.

A comparison of the time complexity and the memory
complexity of all of the models presented in this section
is highlighted in Table 5. The classical machine learning
models can be trained very fast when compared to the deep
learning architectures. This is not a real advantage as train-
ing happens only once and the performance is significantly
worse. The U-net architecture is about six times smaller,
in terms of the number of parameters, but performs equal
or better than the best reference models, in the classification
task. This might be because training for a more difficult
task, segmentation, makes better use of the training data-set
than training directly for classification. The training is longer
for the U-net architectures because the training samples are
created at training time.
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V. CONCLUSION
This work focuses on three topics regarding pollen
classification.

First, we introduce a new large public pollen data-set. This
data-set was obtained from an automated particle monitoring
system and is useful in developing models that can run oper-
ationally, because there are no pollen preparation steps that
need human intervention.

Second, we evaluate the ‘‘standard battery” of classi-
cal machine learning and convolutional neural networks for
image classification on our data-set and obtain good results
that can be viewed as a baseline for future work.

Finally, we propose a method for training a fully convo-
lutional network on synthetic data created from our data-set.
When this model is used as a classifier it gets unweighted
mean F1 score of 0.95, surpassing all of the standard con-
volutional networks. The model trained on the synthetic data
is then used to segment images, from the automated device,
and the results are promising. This is particularly impor-
tant because the convolutional network proposed solves both
segmentation and classification in one pass, as opposed to
baseline algorithms which only address classification and
need to be supplemented with a different segmenting pipeline.

The next steps in validating our results is to do an inter-
comparison campaign with both Hirst type devices, still con-
sidered the standard in pollen counting, and a BAA-500
device at the same location for an entire pollen season. This
step is crucial in convincing the pollen counting community
of the usefulness of these new approaches.

The code to build, train and deploy the models and the
code used to augment the data-set and to create the synthetic
large images is accessible on GitHub at https://github.com/
mihaiboldeanu/POMO _Pollen_Classification. The data-set
of cropped pollen images will be available on request to the
authors.
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