Downloaded viaHELMHOLTZ ZENTRUM MUENCHEN on November 16, 2022 at 17:05:22 (UTC).
See https://pubs.acs.org/sharingguidelines for options on how to legitimately share published articles.

JOURNAL OF
CHEMICAL INFORMATION
AND MODELING

pubs.acs.org/jcim

Application Note

ULYSSES: An Efficient and Easy to Use Semiempirical Library for C++

Filipe Menezes® and Grzegorz M. Popowicz*

Cite This: J. Chem. Inf. Model. 2022, 62, 3685-3694

I: I Read Online

ACCESS |

[l Metrics & More |

Article Recommendations |

@ Supporting Information

ABSTRACT: We introduce ULYSSES, a user-friendly and robust C++
library for semiempirical quantum chemical calculations. In its current
version, ULYSSES is equipped with a large set of different semiempirical
models, most of which are based on the Neglect of Diatomic
Differential Overlap (NDDO) approximation. Empirical corrections
for dispersion and hydrogen bonding are available for most methods, so
that higher quality is achieved in the calculation of energies of
nonbonded complexes. The library is furthermore equipped with
geometry optimization, as well as modules for calculating molecular
properties of general interest. Ideal gas thermodynamics is available and
allows single structure as well as conformer (multistructure) averaged
properties to be calculated. We offer the possibility to use several
vibrational partition functions according to the nature of interactions
being studied: for covalent systems, the traditional harmonic oscillator
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ULYSSES

#Semiempirical.c++

approximation is available; for nonbonded complexes, we systematically extended the partition function proposed by Grimme for all
thermodynamic functions. The library is also capable of running Born—Oppenheimer molecular dynamics.

B INTRODUCTION

With the advent of local correlation methods, highly efficient
variants of several ab initio and Density Functional Theory
(DFT) methods'™® were made available. These advances
permitted for the first time the single-point energy calculation
of a small protein of 644 atoms at the Singles Doubles Coupled
Cluster with Perturbative Treatment of Triples (CCSD(T))
level of theory.’

One of the most interesting features of local correlation
methods is that the basis set superposition error is significantly
reduced.””® However, the need for large basis sets is not
eliminated, so that mostly (linear scaling) DFT methods find
their way into the simulation of large systems, often using mixed
QM/MM schemes. Due to the complexity of some of the
integrals involved in the calculations, DFT is however still overly
demanding in terms of computational power for most
interesting problems in applied sciences.” Semiempirical
methods, i.e., parametrized low-cost variants of the Hartree—
Fock (HF) and DFT methods, aim at introducing important
quantum effects'*~'* at a reduced computational cost. These are
of particular importance for large systems, namely the ones of
biological interest and on applications related to material
sciences."”'* A very interesting achievement of semiempirical
quantum chemistry is the realization that the surfaces of proteins
transfer a considerable amount of charge to the neighboring
solvent molecules.'"® This observation, which was later
corroborated by further ab initio calculations, would not have
been possible using force fields.
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Modern semiempirical theory is based mostly on two classes
of methods. On one hand, there is the class of Neglect Diatomic
Differential Overlap (NDDO) methods, introduced by Pople,
Santry, and Segal.'® The most prominent methods were
developed by the school of Dewar, and they include the
Modified Neglect Diatomic Differential Overlap (MNDO) and
Austin Model 1 (AM1) methods.'”~* Other popular methods
from the NDDO family are the Parametrized Models (PMs) of
Stewart’*™* and the Recife Model 1 (RM1),”° the latter
designed with the particular focus of describing biological
systems. There were some attempts to make non- or less-
parametrized variants of the NDDO approximation.”' > These
never enjoyed the success of the parametrized ones due to the
severity of the approximations used.”* Another important
development was the introduction of the Orthogonalization-
Corrected Methods (OMx) by Thiel and co-workers.”> ™" The
introduction of (overlap) orthogonalization effects improves
several of the problems related to semiempirical quantum
chemistry. For the reader interested in details on all these
methods, we recommend a review article.*®

Density Functional Tight Binding (DFTB) builds the other
family of semiempirical methods, and instead of simplifying the
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HF equations, its starting point is DFT. In very broad terms, one
takes an expansion of the electronic density in terms of a
reference density (which corresponds to the density of isolated
atoms) plus charge fluctuations. When this approximation to the
total density is used to calculate the energy, it leads to a series
expansion of the latter as a function of powers of the charge
fluctuations. Different truncations of this energy lead to different
DFTB approximations.*” ™%’

Although much has been put forth in semiempirical quantum
chemistry, there are still many problems to tackle and much
improvement that can be achieved. Here, we introduce the
ULYSSES library, a carefully designed and header-only C++
library for semiempirical quantum chemistry and property
calculation. The current capabilities include several dispersion-
corrected semiempirical methods and algorithms based on
molecular and metadynamics. Due to its simple architecture,
users can easily build their own programs, either from scratch or
by using template files, without worrying about complex
installation procedures or spending time installing several
external dependencies: the only requirement for using ULYSSES
is a C++ compiler. The primary advantage of ULYSSES over
other packages is its simplicity and ease of use without sacrificing
potential functionality nor efliciency. Furthermore, we are
convinced that future developments we will bring into the library
will make it attractive for a larger community.

B COMPUTATIONAL DETAILS

All calculations were performed using our newly developed
library. Unless otherwise stated, geometries were optimized
using the Broyden-Fletcher-Goldfarb-Shanno algorithm
(BFGS) algorithm with the Moré-Thuente line search and the
default convergence criteria. The Hamiltonian of choice for
optimizing geometries is always consistent with the method
chosen for energy evaluation. Initial geometries are obtained via
standard Universal Force Field (UFF) optimization using
Avo%adro 12,559 Graphics were generated using Chimer-
aX.”"”! Plots were generated using matplotlib.””

B FUNCTIONALITIES AND GENERAL STRUCTURE

ULYSSES is written in C++ as a header-only library. We require
three external libraries to compile the code and run calculations:
Eigen’” is used for matrix o<perations; rapid]SON"* is used for
parsing JSON files; xsum’>’® is necessary in some modules
requiring accurate summations. All these modules are included
within ULYSSES’s structure, or they can be allocated separately.
This ensures that the main library remains available as header-
only. Of all modules and libraries, only xsum requires C++11
compilers. The rest of the code is not compiler specific. Further
details on the program philosophy and argumentation for our
choices are given in the Supporting Information.
The current list of functionalities of ULYSSES includes

(Empirically corrected) NDDO methods and one DFTB
method.

Geometry optimization.

Mulliken population analysis.
Reactivity indices.

Harmonic frequency calculation.

Molecular dynamics (and metadynamics) calculations
based on semiempirical methods.
(]

Ideal gas properties.

The program is subdivided into four main modules:
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The quantum chemical calculation, which is coupled to
the calculation of molecular properties. These include for
instance population analysis and the calculation of
harmonic normal modes. The whole module is central-
ized in the QCbasis class which includes the general
implementation of the methods.

The geometry optimization module is a function that
takes as input a particular quantum chemical method (or
function object) and a solver object.

Molecular Dynamics is based on the Dynamics class. This
takes a quantum chemical object in and solves the
Newtonian equations of motion to let the system evolve in
time. Note that we have currently no force field available
in ULYSSES.

Ideal gas properties are currently available from several
classes, all of them possibly (but not necessarily)
connected to a particular quantum chemical calculation
or a JSON database of structural information. This
database allows users to create their own libraries of
molecular data for thermodynamical property calculation
or also to easily include conformational anharmonicity in
the calculation of ideal gas thermodynamic properties.

Details on the main submodules of ULYSSES are given in the
Supporting Information. The connectivity between modules is
presented in Figure 1.

-PBIRRIH

( SolverOpt

3IRRIHC

RRIHODba

A=

ynami

Figure 1. Global program structure and the interconnection between
different classes.

B AVAILABLE HAMILTONIANS AND CORRECTIONS

We have currently several Hamiltonians available in our code,
mostly from the family of NDDO methods. This includes
MNDO,' 7 '#2273¢ AM1,"937=%577 parametrized Model 3
(PM3),*~*77 MNDOJ,”""® PMs6,*”” RM1,°° PM3-BP,””
MNDO-PDDG,*”®" and PM3-PDDG.**"** We also have
GFN2-xTB available.** We note that the references given for
each method include the method description and the lists of
parameters we use in our code. Furthermore, in the case of
NDDO Hamiltonians, the wave functions of normal (closed-
shell) molecules are obtained using the Restricted Hartree—
Fock (RHF) formalism, i.e., by solving the Roothaan-Hall
equations. For open-shell systems—radicals and high multiplicity
molecules— we implemented the Unrestricted Hartree—Fock
(UHF) method that solves instead the Pople-Nesbet equations.
This information may be processed automatically, so that the
user does not necessarily need to specify any option. The default
program output indicates which algorithm is used.

A list of the elements available for each method implemented
in ULYSSES is given in the Supporting Information. To aid our
users, the checkAtoms() function is called automatically
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whenever a calculation is started. This function verifies whether
parameters are available for all atoms in the chemical system
declared. If one element is not parametrized, the calculation is
stopped. We wish to stress that this applies to element specific
parameters only. For instance, in the PM6 method there are
several atom-pair parameters missing in the original method
definition. This does not stop the calculation from taking place.

Most semiempirical methods mentioned above are oblivious
to or inaccurate for nonbonded interactions, particularly
dispersion and hydrogen bonding.**~*® We have in our program
the possibility to complement NDDO methods using empirical
force-field corrections, which include D3H4,*”*® D3H4X,* and
D3H+.”>?! The first correction is available for AM1, PM3, RM1,
and PM6, whereas the other two corrections are available for
PM6 only.

Despite their simplicity and the use of minimal basis sets, Self-
Consistent Field (SCF) convergence problems might arise in
NDDO calculations. This is particularly troublesome for
methods using spd basis sets. Convergence accelerators like
Direct Inversion of the Iterative Subspace (DIIS)”>”* or Relaxed
Constraints Algorithm (RCA)”* are embedded in the SCF and
used by default. In those situations, the density matrix is
obtained from the Molecular Orbital (MO) coefficients
calculated by traditional matrix diagonalization. For cases in
which the HOMO—-LUMO gap is too small, the ordering of
orbitals might revert in successive iterations, which keeps the
SCF from converging. This abnormal behavior is also reflected
in strong oscillations in the electronic energy, from which the
SCF may not recover. Level-shifts may be employed to modify
predominantly the eigenvalues associated with unoccupied
MOs”" and to efficiently correct the behavior. We have
furthermore the possibility to use pseudodiagonalization®” and
the density damping method of Badziag and Solms™® but
currently not in combination with DIIS. This wide set of options
for aiding SCF convergence makes ULYSSES a very robust
library for semiempirical quantum chemistry calculation.

Performing a single-point energy calculation is accomplished
in four lines of code. For instance, a PM6-D3H+ calculation on a
singlet (2S + 1 = 1) molecule of charge 0 may be run using the
following four lines of code

Molecule mol("path/to/geom.xyz",0,1,"C1");
BSet bs(mol,"pm6");

PM6 nddo(bs,mol,"0","D3H+");
nddo.Calculate();

Note that by using “0” we let the program decide whether to
use the RHF or UHF formalisms. Alternatively, one may use
“rhf” or “uhf” to enforce a specific algorithm.

When studying large molecular systems, solvent effects are
extremely relevant. Treating (large) solvation shells at quantum
chemical levels is resource intensive and brings out other
problems. This may be circumvented by means of implicit
solvation. ULYSSES has currently the ALPB”” model available
for GFN2-xTB only. This means that we still do not have
solvation models to be used with NDDO methods. To use the
solvation model, one needs only a call to the setSolvent()
method. This method takes a string as argument. This must be
placed anywhere between method instantiation and the calling
to Calculate(). The Supporting Information contains a list of
solvents available and the dielectric constants used.
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B AVAILABLE MOLECULAR PROPERTIES

Besides laying down the foundation for the quantum-mechanical
methods, QCbasis offers the possibility to calculate system
specific properties. This includes getting the energies and
coefficients for HOMO and LUMO, gradients and Hessian,
Mulliken charges and bond orders, Mayer bond orders,'®
Armstrong bond orders,'®" and harmonic frequencies. GFN2-
xTB also includes the possibility to calculate polarizabilities
(atomic and molecular) and molecular dispersion coefficients.
For the case of some NDDO methods, we have Charge Model
(CM) 1,'* CM2,"* CM3,'**'%° and CMS'%° charges available
(as well as the respective molecular dipole moments). Note
though that CMS can potentially be used with any method
available, and the results mi%ht be oflower quality because we do
not use Hirshfeld charges.'””

QCbasis allows the estimation of Ionization Potentials (IPs)
using either Koopman’s theorem or the definition

IP=E"-E°

In the latter expression, E° represents the target system, and E* is
the target system with one less electron. Electron Affinities
(EAs) are available via the definition only. Using these, Mulliken
electronegativities and chemical hardnesses can be calculated.
Note that these quantities are available, for consistency reasons,
from IPs and EAs calculated using the definition. Fukui indices
can also be calculated using one of the two modalities available.
The most demanding calculation goes via the local reactivity
indices as defined by Yang and Mortier.'*® A simpler variant uses
the absolute values of the frontier molecular orbitals.'”” The
Fukui indices may furthermore be used to calculate local
softness parameters.'*

B BENCHMARK

Most semiempirical methods available within ULYSSES are well
established and sufficiently documented regarding performance
and quality. To benchmark the code, we compare the results of
calculations against well-established programs, as well as timing.

The proper benchmarking of ULYSSES in terms of accuracy is
reasonably extensive since several aspects must be properly
analyzed. We relegate the full details to the Supporting
Information (zip file “Module Benchmark”). Here, we present
only a brief summary of the analysis. GFN2-xTB is benchmarked
against xTB.""" Deviations are always minor and result from
differences in the physical constants used and unit conversion.
By replacing ours with the constants available in xTB, the
discrepancy between programs is reduced to numerical noise.
This is discussed for the system with larger deviations and tested
also for some other cases. NDDO methods were compared
against pDynamo.''” Because we have a common implementa-
tion for all NDDO methods, we believe it suffices to test only
PM6, which requires spd basis of AOs. The discrepancy between
implementations is in this case larger than in the case of GFN2-
xTB. We show however that this is a result of different overlap
integral codes. While pDynamo uses Gaussian orbitals, our
implementation uses Slater orbitals (for NDDO methods).
Dispersion and hydrogen bond corrections are also tested for
meaningful cases, and we show that our code yields the same as
reference programs.

ULYSSES’s performance is tested by running single-point
energy calculations on structure databases as well as some large
molecules. All calculations were run on an imac 3.6 GHz quad-
core Intel Core i7 with 16 GB of RAM. Whenever applicable,
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Figure 2. Structure of the lcrn dimers used for benchmarking. The structures are the X, Y, and Z dimers. X is the dimer with the largest internuclear
distance, Y is the structure with dispersion dominated interactions, and Z is the H-bond dominated dimer.

,69

protons were added using Avogadro®®®” in order to obtain
electroneutral systems. Note that we are not interested in
reproducing the physics and chemistries of real systems, instead
we wish to benchmark performance. Calculations were all run in
serial on the CPU with the default options, except when noted
otherwise. This means traditional matrix diagonalization with
DIIS. We note that ULYSSES is currently not yet parallelized.

The first test set is the QM9 database,"***'* which contains a
total of 133885 structures with up to 9 heavy atoms from the
second period (C, N, O, F). The database has on average
molecules with 18 atoms; the largest system in the database
contains 29 atoms; the smallest molecule has only three atoms.
PM6-D3H4X required a total of S h and 45 min to run all single-
point energy calculations. This makes an average performance of
0.155 s per molecule. The GFN2-xTB calculations required
slightly longer, namely 6 h, 8 min. This is a performance of 0.165
s per molecule. The difference in performance is attributed to
the fact that GFN2-xTB required more iterations to converge
than PM6.

In order to also benchmark the algorithms on larger systems,
we performed single-point energy calculations on the PDB
structures lcrn''® (640 atoms after adding protons) and lceb
(1210 atoms after adding protons) available from the PDBbind
database."'®™'*° For the calculation on lcrn, GFN2-xTB
required 139 s, whereas the PM6-D3H4X calculation finished
within 113 s. When used with pseudodiagonalization, the PM6
calculation finishes in 69 s. For lceb, the methods required
respectively 2864 and 772 s (506 s with pseudodiagonalization).
GFN2-xTB’s poor performance is related to convergence issues
(56 iterations with GFN2-xTB vs 14 iterations for PM6-
D3H4X).

We also built three dimers of the protein lcrn (see Figure 2),
in which the centers of mass are displaced by 30 A over the x axis,
22 A over the y axis, and 25 A over the z axis. These distances
were chosen so that there is no atomic overlap, and the
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molecules are still close enough to interact. The orientations
were chosen so that different types of interactions are exposed in
the calculations. Other displacements/orientations could be
easily built using internal functionalities of the library.

The performance of PM6-D3H4X was quite uniform, since
the calculations finished within 790 and 794 s. Pseudodiagon-
alization further reduces the calculation time to 446—468 s,
though we typically observe an increase in the number of
iterations. On the other hand, GFN2-xTB calculations required
about 1600 s.

B GEOMETRY OPTIMIZATION

The geometry optimization module is centralized in the
SolverOpt function, which takes as arguments a function like
object and a solver. In our case, the former corresponds typically
to a quantum chemical method, though other functions could be
straightforwardly used.

Though in principle only one good solver is required for
general use, experience shows us that there are always situations
in which having more solvers available is advantageous. We have
therefore a large library of unconstrained optimization methods
available within ULYSSES. These range from gradient-based
methods, steepest descent and conjugate gradient,'”'™'* to
quasi-Newton. Our focus was mostly on the second class of
methods, and we include Newton—Raphson, several variants of
the BFGS method, Murta h-Sargent,124 Fletcher-Powell,'*®
Shanno,'?° Barnes-Rosen,">"?® Bofill,'*’ Bakken-Helgaker,130
and the BFGS update itself,"*' and the Baker'*” and the Wales
variants of Rational Function Optimization (RFO)."**'** By
default, our implementation of Baker’s method uses RFO for the
optimization of minima if the Hessian shows the correct
spectrum. PRFO is automatically switched on in saddle point
optimization or if the Hessian’s spectrum is incorrect. When
suitable, several line searches are available, namely Davidon’s
method,"*° Barzilai-Borwein, Armijo, Moré-Thuente,'>¢~!%°

https://doi.org/10.1021/acs.jcim.2c00757
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Fletcher,"*' and the dogleg trust-region method.'* Though the
dogleg is a trust-region method, its use is made like a line search
due to lack of specific implementation details.

Convergence is achieved whenever user-defined criteria/
thresholds are satisfied for one of the following sets of options:

e Gradient and change in function/energy.
e Gradient and step.

e Change in function and step.

e All the above.

Our default is the first option. The convergence thresholds are
set by default to 1077 arbitrary units for all parameters. For
quantum chemistry applications, we recommend using instead
107 E, for energies and 107> E,/A for gradients. Tighter
convergence criteria might be needed for more flexible systems.
Details on modifications we introduced on some of the line-
search algorithms and benchmark studies will be provided in
another publication with the focus on structure generation and
optimization.

Geometry optimization is invoked with five lines of code:
BakerRFO solve(4,0,0); /Inumber 4 means BFGS Hessian update
lIzeroes imply function minimization without following eigenvalues
Molecule mol("path/to/geom.xyz",-1,1,"C1");

BSet bs(mol,"am1");
AM1 nddo(bs,mol);
SolverOpt(nddo,solve,0,0,1e-6,1e-4);

In the code-snipped above, we use Baker’s RFO with the
BFGS Hessian update to optimize the equilibrium structure of a
molecule of charge —1 using the AM1 method. Convergence
criteria is set to 107° Ey, for energy and 10™* E,; / A for gradients.
The optimized geometry is going to be available from the
quantum chemical method object, which may be used in further
studies, printed or written to file.

B IDEAL GAS PROPERTIES

The calculation of ideal gas properties takes place over one of
three classes. The simplest, PBIRRIHOE, implements all the
machinery required for calculating the ideal gas properties of a
single structure. The other two classes are adequate for
multistructure calculations, i.e., they provide different means
for accounting conformational anharmonicity. All classes are
built on top of PBIRRIHOEbase, which simply includes the
required machinery for calculations. For convenience, the data
required by the models is made available via two different
modalities. On one side, one may provide the data structures
directly and then perform calculations. Alternatively, all the
required information may be stored and read from a JSON
database. An example of one of such entries is given in the
Supporting Information. The strength of the PBIRRIHOEbase
objects lies in the support from the JSON database. This has a
double advantage for the user. On one hand, temperature-
dependent conformational effects are easily applied when
calculating thermodynamic properties. On the other hand,
particular data may be stored in JSON-format for future
(re)utilization. This may include calculated or even exper-
imental information, which allows the user, e.g., to benchmark or
validate the models or calculated data.

The calculation of thermodynamic properties of a single
component from the database requires a minimum of 6—7 lines
of code. Below we show the example of ideal gas properties for
adenosine based on GFN2-xTB data. The properties are
calculated at 300 K, and we assume a mol of adenosine is in
standard conditions.
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std::vector<std::string> method(3);

method[0] = "adenosine";

method[1] = "GFN2-xTB";

method[2] = "GFN2-xTB";

PBIRRIHOE Mol(300.0,false,NA,0.0224,0.0); //NA —1 mol of molecules; 0.0224 — volume (m?)
Mol.ReadDB(method,0,1,"main");

double sMol = Mol.S();

In the example above, we calculate the entropy of the system.
Other thermodynamic functions would require calls to the
functions H(), G(), A(), U(), CP(), or CV(). The results come
always in SI units. By means of loops, temperature profiles may
be easily calculated, and allocation of several species allows the
calculation of reaction-related properties.

B PARTITION FUNCTIONS INCLUDED

The main model used for thermodynamic property calculation is
the Particle-in-a-Box in the classical limit, Rigid Rotor in the
classical limit, Harmonic Oscillator and Electron (PBIRRIHOE).
The electronic partition function is just a simple summation of
Boltzmann factors over declared electronic levels and their
degeneracies.

It is well-known that the harmonic oscillator behaves poorly
for internal motions of low-vibrational frequency. In such cases,
it is possible to interpolate between the partition functions for
the harmonic oscillator and the classical free-rotor, as suggested
by Grimme.'*' We apply the free-rotor correction consistently
over all thermodynamic functions, not just entropies and Gibbs
free energies. Though the correction barely affects enthalpies, we
find it more appropriate to have all the thermodynamic
properties consistently calculated from the same partition
functions. This is for instance important for fine enthalpy—
entropy compensation effects. To control the degree of mixing, a
threshold frequency is used, @, which by default takes the value
of 75 cm™" (f. the original publication for more details).

The other classes aim at introducing conformational
anharmonicity. The first one is MSPBIRRIHOE, which imple-
ments a multistructure extension of the PBIRRIHOE model. To
some extent this is equivalent to the MS—HO method of the
MS—Tor family'** but with the generalized vibrational partition
function. The other class, MSavgPBIRRIHOE, applies a
Boltzmann weighting to the thermodynamic properties.
Conformational anharmonicity is then included via the Gibbs-
Shannon terms.'*’ Though there are small differences in heat
capacities, entropies by the two methods are numerically
equivalent.

Finally, if the systems of interest have one imaginary
vibrational frequency, Transition State Theory (TST)"**'* is
used to calculate the partition function. For convenience of the
users, a set of functions is included to calculate rate constants
based on TST, which might include simple tunneling
corrections.' *°

B DYNAMICAL SIMULATIONS

ULYSSES is equipped with a dynamics class that allows Born—
Oppenheimer Molecular Dynamics (BOMD)"""'*7~"5! using
the leapfrog or the velocity Verlet algorithms.'*” In this variant
of the molecular dynamics technique, electrons are treated
quantum mechanically, whereas the nuclei are allowed to move
classically along the Born—Oppenheimer potential surface.'*’
Two types of ensembles are currently available, NVE for which
no thermostatting is required or NVT simulations using either
the Berendsen thermostat'” or the Maxwell—Boltzmann scaling
technique of Andrea et al.">*
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The SHAKE'"*® and RATTLE algorithms'*° are available to
constrain sets of bonds. These algorithms are typically very
useful to keep reactions from happening during the equilibration
stage. Metadynamics'>” is also available from the molecular
dynamics class. Several molecular properties mentioned above
(Available Molecular Properties) may also be followed along the
trajectory. We currently do not have periodic boundary
conditions available in the code.

Running a molecular dynamics simulation to follow a
particular molecular property in time requires six lines of code.
In the code snippet below, we set up and run the dynamics of a
cation using GFN2-xTB, following the ionization potential. The
simulation runs for 3 ps with steps of 1 fs. Every 10 fs the
geometry is written to file. The output has a standard definition,
which may be modified by the user according to their needs. The
temperature of the system is set to 500 K.

Molecule mol(“path/to/geom.xyz",1,1,”C1”);
BSet bs(mol,”gfn2”);

GFN2 tb(bs,mol);

Dynamics MDobj(mol,3,true,true,0.001,0.01);
MDobj.setPropertyToMeasure(“IP”);
MDobj.runMD(electron,500.0,2.0e-3,200);
Mol.ReadDB(method,0,1,"main");

B CONCLUSIONS

We introduced the ULYSSES library, a highly efficient and
robust header-only C++ library for semiempirical quantum
chemical simulations of large systems. With this feature,
ULYSSES may be easily coupled with any other C++ code, or
one may also use its header-files to build template C++ programs
with which quantum chemical calculations are available. The
only requirement to use ULYSSES is a C++ compiler. The library
is equipped with a vast choice of dispersion and hydrogen-bond
corrected semiempirical methods, as well as many simple
functions essential for quantum chemical simulation, namely
geometry optimization of minima and transition states, ideal gas
property calculation, and molecular dynamics. The good
performance of the library is shown for several examples, either
running on large libraries of compounds or on small proteins.

B DATA AND SOFTWARE AVAILABILITY

ULYSSES 1.0 will be made available, free of charge, under a
gitlab repository upon publication of this manuscript. The
official link is https://gitlab.com/siriius/ulysses.git. The soft-
ware is available under the AGPL 3 license.
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