
IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 40, NO. 12, DECEMBER 2021 3349

In Vivo Three-Dimensional Raster Scan
Optoacoustic Mesoscopy Using Frequency

Domain Inversion
Qutaiba Mustafa , Murad Omar , Ludwig Prade, Pouyan Mohajerani, Antonios Stylogiannis ,

Vasilis Ntziachristos , Fellow, IEEE, and Christian Zakian

Abstract— Optoacoustic signals are typically recon-
structed into images using inversion algorithms applied
in the time-domain. However, time-domain reconstruc-
tions can be computationally intensive and therefore slow
when large amounts of raw data are collected from an
optoacoustic scan. Here we considered a fast weighted
ω − k (FWOK) algorithm operating in the frequency
domain to accelerate the inversion in raster-scan optoa-
coustic mesoscopy (RSOM), while seamlessly incorporat-
ing impulse response correction with minimum compu-
tational burden. We investigated the FWOK performance
with RSOM measurements from phantoms and mice in vivo
and obtained 360-fold speed improvement over inversions
based on the back-projection algorithm in the time-domain.
This previously unexplored inversion of in vivo optoa-
coustic data with impulse response correction in frequency
domain reconstructions points to a promising strategy of
accelerating optoacoustic imaging computations, toward
video-rate tomography.

Index Terms— Fast Fourier transform, Omega-k migra-
tion, transfer function, optoacoustics, photoacoustics,
mesoscopy.

ABBREVIATIONS
FWOK Fast Weighted Omega K.
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I. INTRODUCTION

UNDERSTANDING organismal growth and development,
as well as analyzing physiology and disease in intact

tissues requires imaging tools that can penetrate deeper than
optical microscopy. While optical microscopy is limited to
depths of a few hundred micrometers due to photon scatter
in tissue [1], optoacoustic imaging can go beyond the depth
limit set by diffusion. Optoacoustics achieve improved depth
when generating images based on acoustic wave propagation
(acoustic diffraction), i.e. wave propagation that experiences
102- to 103-fold less scattering in tissues compared to light.
Raster scan optoacoustic mesoscopy (RSOM), for example,
provides up to sub-10 micron resolution of tissues within
several millimetres depth [2], [3]. RSOM has found several
applications in pre-clinical and clinical imaging. For example,
it has been used to image model organisms [4], angiogenesis
in tumor development [5], [6], and skin vasculature in healthy
individuals and those with skin conditions [7].

RSOM collects data by scanning an ultrasound transducer
over a sample and acquiring a projection at each scanning
position. Here, “projection” refers to a depth-resolved, time-
sampled optoacoustic signal (A-scan) over a volume, the latter
being defined by the acceptance angle of the detector. There-
fore, at each time point the detector measures the response
from a spherical shell rather than from a single point in space.
Three-dimensional RSOM images are reconstructed from a
large amount of data, which can be as much as 1.35 GB
uncompressed single precision for a 3D matrix containing
135 × 1600 × 1600 data points. This number of data points
would typically cover an area of 3.6mm × 10mm × 10mm and
involve 107 −108 projections. Image reconstructions based on
such data sets require significant computation. Typical RSOM
inversion is based on backprojection or time-reversal meth-
ods [8]–[13]. Time-domain image reconstruction for the 3D
matrix described above, containing 135 × 1600 × 1600 data
points, can take up to 1 hour with a quad-core processor @
4 GHz. Model-based algorithms have also been tested and
may yield better image quality, but generally have even higher
computational burdens and memory requirements than back-
projection [14], [15]. It would be beneficial to consider faster
reconstruction algorithms to enable rapid, and possibly on-the-
fly, reconstruction upon completion of scanning. This would
support the promising use of RSOM for high-throughput
imaging while maintaining good reconstruction quality.
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Methods for 2D or 3D reconstructions of photoacoustic
signals in the Frequency Domain have been suggested using
the ω − k algorithm [16]–[19]. This algorithm relies on the
technique of Stolt migration of ultrasound waves back to its
source in the ω − k domain [20]. The ω − k algorithm has
been employed in various areas such as radar imaging, ultra-
sound, and seismic imaging applications [21]–[23]. However,
frequency domain inversions have not been widely considered
in optoacoustic imaging, outside of a few demonstrations
with simulated and ex vivo data [16]–[19]. These ex vivo
preliminary studies have been followed by investigations on
interpolation schemes for data conversion from a non-uniform
to a uniform sampling grids, or on applications of non-
uniform Fast Fourier Transform and zero-padding approaches
to reduce artefacts in the final reconstructed image [24]–[27].
Nevertheless, to the best of our knowledge, the ω−k algorithm
has never been applied to reconstruct in vivo optoacoustic data,
has not been shown to yield the high image quality reached
with time-domain inversions, nor has its performance been
quantitatively compared in terms of speed and reconstruction
quality with time-domain backprojection.

We postulated that frequency-domain inversion could
become the driving scheme for optoacoustic image recon-
struction, because it can provide an accelerated tomographic
inversion over its time domain counterpart, resulting in
high quality image generation with real-time processing.
We focused on the inversion problem in raster-scan optoa-
coustic mesoscopy (RSOM) and aimed for a novel imple-
mentation of the ω − k algorithm, namely fast weighted
ω − k (FWOK), with improved image quality by integrat-
ing the transfer function (impulse response) of the detector,
while capitalizing on the computational speed of the Fourier
domain. Frequency domain correction of the transfer function
is computationally more efficient compared to time-domain
approaches based on deconvolution [29]. Therefore, seamless
correction of the sensitivity field of the detector can be
achieved in the frequency domain by weighting the inversion
with the transfer function (TF) of the detector [30]. We inves-
tigated the image quality achieved using the proposed fast
weighted ω − k (FWOK) algorithm on data collected from
phantoms and in vivo, and compared its imaging performance
and reconstruction speed to the time-domain backprojection
algorithm. We show that our proposed ω − k algorithm can
achieve more than two orders of magnitude faster reconstruc-
tion speeds (360-fold increase) than time-domain inversions.
The results point to frequency domain inversion as a highly
advantageous approach for RSOM imaging due to superior
reconstruction quality and speed demonstrated over time-
domain reconstruction.

II. METHODS

Section A describes the data acquisition for RSOM, and the
3D image reconstruction problem definition in terms of time-
domain backprojection algorithm. Section B formulates and
describes the reconstruction problem in terms of conventional
frequency-domain space, namely the ω k algorithm. Section C
describes the experimental setup used to generate the RSOM
scans in this work. Section D describes the methodology

Fig. 1. RSOM scanning mechanism. For simplicity, only a single B-Scan
is shown. Multiple B-scans are measured along the y direction. (a)
Scanning setup (Tr: transducer.). (b) Schematic depicting illumination
and transducer response in time-domain optoacoustics. (c) Schematic
depicting illumination and transducer response in frequency-domain
optoacoustics. A: amplitude t: time.

for measuring the spatial sensitivity field of the transducer
employed, necessary to obtain the detector transfer function of
the system for correction in the fast weighted ω k algorithm
(FWOK). Finally, section E introduces our proposed FWOK
algorithm, which swiftly and with minimal computation cost
embeds the spatial sensitivity correction of the transducer in
the reconstruction process.

A. RSOM Data Acquisition and Backprojection in the
Time-Domain

RSOM data are collected in a raster scan configuration [31]
(Figure 1a). RSOM uses a focused transducer, whereby the
focal point of the RSOM detector is considered to be a point
unfocused detector, also termed the “virtual detector” [3], [10].
In the time-domain (TD), a time series data is collected
at every (xi , y j ) position (Figure 1b), in response to a
nanoseconds-width light pulse excitation [30]. The scanning
step size is ds along both the x-axis and y-axis, and the
signal is digitized along the time axis with a time step dt . This
acquisition can be also performed in the frequency domain by
collecting data at discrete frequencies in response to modulated
light excitation at multiple frequencies (Figure 1c) [32], [33].
The time- and frequency-domain measurements are equiv-
alent and interchangeable via the one-dimensional Fourier
transform. Nevertheless, here we consider the more common
time-domain data collection scheme. Upon the completion
of the measurement, the sampled signals are stored in a
three-dimensional array s (x, y, z = 0, t), where z = 0 sig-
nifies the scanning plane. The dimensions of the array are
Nx , Ny , Nt in the dimensions x , y and t respectively. Even
though the signal collected is in a discrete form, for sim-
plicity, the algorithms in Sections B and E are presented in
continuous-time formulation.

For TD reconstruction, we used an exact time-domain
backprojection algorithm for the planar geometry, namely, the
universal backprojection algorithm [8]. The algorithm was
implemented with a fixed speed of sound. Backprojection
reconstructs the image in 3D by projecting each received signal
backward onto a spherical surface bounded by the transducer
field of view.

B. RSOM Image Reconstruction Using the Conventional
ω-k Algorithm

The goal of the reconstruction is to determine the light
absorption map, which is equivalent to the initial pressure
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s(x, y, z, t = 0) that gives rise to the ultrasound waves
collected at the scanning plane z = 0, i.e. s(x, y, z = 0, t).
We first perform a Fourier transform along the spatial dimen-
sions x , y and the temporal dimension t of the raw data
acquired at the scanning plane s (x, y, z = 0, t) to obtain
S

(
kx , ky, z = 0, ω

)
as

S
(
kx , ky, z = 0, ω

)
=

∫ ∫ ∫
e−(ikx x+iky y−iωt)s (x, y, z = 0, t) dxdydt, (1)

where kx and ky correspond to the spatial frequencies in x
and y dimensions (in m−1) and ω is the temporal frequency
(in rad/sec). After performing wavefield extrapolation [34]
we can derive S at a certain depth z (i.e. the image depth)

S
(
kx , ky, z, ω

) = eikz z S
(
kx , ky, z = 0, ω

)
. (2)

Taking the inverse Fourier transform results in

s (x, y, z, t)

=
∫ ∫ ∫

eikx x+iky y+ikz z−iωt S
(
kx , ky, 0, ω

)
dkxdkydω.

(3)

At t = 0, Equation (3) becomes

s (x, y, z, 0)

=
∫ ∫ ∫

eikx x+iky y+ikz z S
(
kx , ky, 0, ω

)
dkxdkydω, (4)

which describes the desired initial pressure. Equation (4)
gives us the needed reconstruction of the image s but it
poses two challenges. First, it has to be calculated for each z,
which is computationally cumbersome. Second, it cannot be
solved by the Fast Fourier Transform algorithm (FFT) due to
the absence of the Fourier kernel of ω, which falls out of
Equation (2) when t = 0.

We proceed to change the variables from ω to kz in
Equation (4) using the dispersion relation shown in
Equation (5) which allows then to solve the equation using a
3D Fourier transform [20] and therefore use FFT. This variable
change transfers the data from ω − k space to pure k-space.
Using the dispersion relation [34], the temporal frequency can
be expressed as

ω = c
√

k2
x + k2

y + k2
z , (5)

where c is the speed of sound, assumed to be constant through-
out the sample being measured. As the detected ultrasound
waves in an RSOM scan propagate from the imaged object to
the detector, i.e. opposite to the assumed herein direction of
detection, we presumed that ω and kz have opposite signs [35].
Therefore, the frequency can be written as

ω = −sign (kz) c
√

k2
x + k2

y + k2
z . (6)

Using Equation (6) to perform the change of variables in
Equation (4), we obtain

s (x, y, z) =
∫ ∫ ∫

S
(
kx , ky, 0, ω

(
kx , ky, kz

))

×Jeikx x+iky y+ikz zdkxdkydkz, (7)

where J is the variable-change Jacobian, i.e. so that
dω = J · dkz [36], and is defined as:

J = ckz√
k2

x + k2
y + k2

z

(8)

Since the dispersion relation between ω and kz is non-
linear (see Equation (6)) the change of variables leads to
an unequally spaced grid along kz . Hence, an interpolation
is needed to calculate kz at a regular grid suitable for the
inverse Fourier transform in the discretized form. (depicts
the 2D results of a non − linear transformation of a grid
of 12 × 6 values generated for an arbitrary value of kz .

C. The Experimental Setup

A high power laser diode (NDB7K75, Nichia, Anan, Japan)
operating at 445 nm was used for scanning. The laser diode
was driven using a high-current, short-pulse circuit [37]. Fol-
lowing the trigger signal from a function generator (33522B;
Keysight, Santa Rosa, USA), this system provided a laser
pulse with a duration of 7 ns. High voltage was applied using
an adjustable high voltage supply (EA-3050B; EA, Viersen,
Germany). Light emitted by the laser diode was coupled to
a multimode glass fiber using a lens system, assembled from
components provided by Thorlabs (Ann Arbor, USA). The
fiber diameter was 200 μm with a numerical aperture (NA)
of 0.22, leading into a 4 ×4 fiber coupler (MPC-4-M21-M41-
P23; Lasfiberio, Xi’an, China), featuring four output fibers,
each with a diameter of 200 μm and NA of 0.22. The outputs
of these fibers were terminated with 1.25 mm ferrules and
arranged circularly around the transducer, illuminating the
transducer focal zone.

The transducer was spherically focused and had a 50 MHz
central frequency, 112% relative bandwidth, 3 mm focal
length and 0.5 NA (SNX140517_HFM23; Sonaxis, Besancon,
France). The holder was constructed using a lithographic 3D
printer (Formlabs, Somerville, USA).

The transducer and the fiber optics were placed on a XY
stage (U-723; Physik Instrumente, Germany) and controlled
by a dual-channel driver (C-867.260; Physik Instrumente,
Karlsruhe, Germany). The signal from the transducer was fed
into a 60-dB gain amplifier (AU-1291-R; Miteq, Hauppauge,
USA) and finally digitized with 12-bit resolution at 200 Ms/s
(Razor Express 14 × 2 CompuScope; Dynamic Signals LLC,
Lockport, USA). The digitized data were stored on a solid-
state drive (850 EVO Retail MZ-75E250B/EU; Samsung,
Suwon, South Korea) for further processing. The entire system
was controlled using a custom-designed MATLAB application
(Mathworks, Natick, USA).

D. Measurement of the Transducer Spatial Impulse
Response

In order to study whether we could account for the
RSOM detector response during frequency domain image
reconstruction, we determined the spatial transfer function
of the transducer. The spatial transfer function is the fre-
quency domain equivalent of the spatial impulse response,
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a function that incorporates the electrical impulse response
and the spatial sensitivity field of the transducer, the latter
determined by the geometrical characteristics of the transducer.
Besides correcting for the spatial response of the RSOM
detector, capturing the spatial sensitivity also considers the
effects that come from the assumption that RSOM uses a point
detector, whereby the true detection area is determined by the
finite focal point size achieved by the RSOM transducer [38].
Accounting for the effects of the spatial impulse response of
the detector on the reconstructed image has been previously
considered in the time-domain [30]; however, we were partic-
ularly interested in interrogating herein the equivalent imple-
mentation of this correction scheme in the frequency domain.

To determine the spatial transfer function (STF) of
the detector employed, we scanned a ∼10 μm-diameter
black polyethylene microsphere (BKPMS-1.2 10-20 μm,
Cospheric LLC, USA) within the detector’s field of view. The
microsphere was placed at the same average depth (relative to
the detector) as potential imaging targets to achieve optimal
correction. The raw optoacoustic signal, M , acquired at the
x-y scanning plane (z = 0) for the microsphere has the form
M(x, y, z = 0, t). Ideally, the microspheres serve as objects
with dimensions that are smaller than the system’s acoustic
resolution. However, we opted for diameters closer to the
resolution limit of RSOM (a few tens of microns) in order
to obtain measurements with sufficient signal-to-noise ratio.
The scanning step size was set to be smaller than half the
system resolution to satisfy the Nyquist criterion [39]. The
STF was then obtained by reconstructing M using the ω − k
algorithm as described in Section II.B. The inverse FFT of the
STF would provide the time domain-equivalent point spread
function, PSF. However, this step is never performed, as our
correction is done in the frequency domain. Finally, the STF
was interpolated to match the grid of the RSOM scan to be
corrected and applied as described in the next Section.

E. The Proposed FWOK Algorithm

The proposed FWOK algorithm uses the standard ω − k
algorithm described in Section II.B as a backbone and incorpo-
rates the detector spatial sensitivity response in the frequency
domain, offering both a faster and more accurate inversion
scheme than time domain or standard ω−k alone. The detector
spatial sensitivity is modelled by its Spatial Transfer Function
STF

(
kx , ky, kz

)
, which is defined as the Fourier transform of

its spatial sensitivity, i.e. the spatial impulse response [30].
The algorithm builds upon the methodology presented in

Section II.B. The frequency domain reconstructed data are
stored in the form S

(
kx , ky, kz

) = Ŝ × ST F , which allows
a straightforward incorporation of the ST F , by multiplying
the data by the conjugate of the ST F . The reconstructed data
Ŝ is obtained by further multiplying the frequency domain
reconstructed data by 1/ |ST F |2 to cancel out the correction
process residual. Moreover, the noise variance σ 2

n is added
to prevent the right term of Equation (9) from diverging to
infinity in the case of low signal-to-noise ratio [30], i.e.

Ŝ
(
kx , ky, kz

) = S
(
kx , ky, kz

) × ST F∗(kx , ky, kz)

|ST F |2 + σ 2
n

, (9)

Fig. 2. 2D demonstration of the non-linear grid transformation effect of
the variable change of Equation. (4).

where σ 2
n is the noise variance of the measured STF [40],

which can be computed or found empirically.
Applying Equation (9) to the reconstructed signal S

achieves three goals [30]. First, it accounts for any irregularity
of the detector’s sensitivity field. Therefore, multiplying the
frequency domain signal S with the STF conjugate normalizes
S to the detector sensitivity. Second, it corrects aberrations
in the phase of the signal caused by undesirable acoustic
reflections within the transducer. Third, it incorporates effects
of the electric impulse response of the detector since the
frequency response of the detector is also encoded in the
sensitivity measurement of the detector.

Inversion of Ŝ in Equation (9) via the inverse Fourier
transform produces a reconstructed image that is corrected
for the spatial transfer function of the system employed. The
algorithm is summarized in Table I.

For the purpose of simplicity, Figure 3 shows the steps of
the FWOK reconstruction process using a B-scan of two point
sources. The initial raw optoacoustic signal in time-domain
is displayed along the scanning direction x as an image in
Figure 3a. A two-dimensional FFT operation is next applied to
the raw data and shown in Figure 3b, with kx as the spatial fre-
quency axis along the scanning direction and ω as the temporal
frequency axis. As described in Section II.B and indicated
in Figure 2, a non-linear change of variable is required to
map the temporal frequency to an equivalent spatial frequency
kz . Figure 3c shows the resulting image reconstructed after a
change of variable (ω to kz), and interpolated it into a uniform
grid suitable for application to an inverse FFT at a later
stage. Figure 3d shows the reconstructed data in Figure 3c
after fast weighting using the ST F of the system, which
was previously acquired in Section II.D. Finally, applying
a 2D inverse Fourier transform to the image in Figure 3d
results in the reconstructed data in spatial coordinates (x − z)
as shown in Figure 3e. For in vivo imaging, images were
further processed by applying a 3D Hessian-based vesselness
filter [41]. However, all quality assessment metrics presented
below were performed on the reconstructed images before
filtering.

F. Phantom and in Vivo Measurements

To evaluate the performance of the FWOK algorithm we
investigated the image reconstruction quality using a contrast-
to-noise metric described in the next section. We obtained
optoacoustic data from a simple phantom comprising two
10 μm-diameter black surgical sutures placed parallel to the
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TABLE I
THE PROPOSED FWOK ALGORITHM

Fig. 3. An example of a 2D-reconstruction of an RSOM B-scan using the FWOK framework. a) Initial raw optoacoustic image of two black
polyethylene microspheres, acting as point sources, in time-domain. Microspheres were approximately 10-20 μm in diameter. b) The positive portion
of the frequency spectrum obtained by applying a two-dimensional FFT to the raw data, with kx as the spatial frequency axis along the scanning
direction and ω as the temporal frequency axis. Data is shown for frequencies within the transducer bandwidth. c) Resulting image reconstructed
frequency spectrum after a change of variable (ω to kz) and interpolation into a uniform grid. d) Reconstructed image frequency spectrum after
applying STF system correction. e) Final step involving a 2D inverse Fourier transform of the image in d, resulting in the reconstructed data in spatial
coordinates (x − z). Color dynamic ranges in b-c are unified.

imaging plane and crossing each other. The sutures were fixed
in 1.5% agarose to prevent them from moving as the transducer
was scanned. Our approach was compared to standard time
domain and ω − k reconstruction approaches.

Next, we assessed the efficacy at reconstructing more
complex and biologically-relevant structures, by applying
the FWOK algorithm to images obtained from an in vivo
mouse ear scan. A healthy adult CD-1 albino mouse (Envigo,
Germany) was anesthetized using 1.8% gas isoflurane while
breathing 100% O2 and the ear gently placed against a sup-
porting surface and coupled with acoustic gel for scanning. All
procedures with animals were approved by the Government of
Upper Bavaria.

G. Quality Assessment Metric
To quantify the image quality after reconstruction using

the different algorithms, we selected three regions of inter-
est (ROIs) from each image for representative areas containing
the signal, background, and noise levels. More specifically,
the region labelled “signal” comprised the entire optoacoustic

measurement of the imaged structure, either the suture or
the mouse ear vasculature. The region labelled “background”
comprised the area surrounding the structure, which typically
includes the signal spread that causes blurriness and loss
of resolution due to the non-ideal nature of the imaging
system and numerical errors introduced by the reconstruction
computation. Finally, the area labelled “noise” comprised a
region that was far from the sample, and represents the “dark
noise” of the measurement. We used these regions to calculate
the contrast-to-noise ratio (C N R) of the image for a case with
non-zero mean noise, using the following equation:

C N R = μS − μB

μn + σn
, (10)

where μs , μB and μn represent the average pixel values from
the selected signal, background and noise ROIs, respectively,
and σn represents the standard deviation of the pixel values
within the noise ROI. C N R in Equation (10) was chosen as
the quantitative quality indicator for our study as it reports
specifically on the contrast gain achieved by the signal spread
suppression when applying STF correction, and the image
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Fig. 4. Comparison of time-domain back-projection ω − k algorithm,
and FWOK algorithms using phantom experiments. (a) Time-domain
back-projection. (b) ω − k . (c) FWOK. (d-f) Magnified views (7X) of
panels (a)-(c), respectively. Red arrows in panels (d)-(f) point to pos-
sible reconstruction artefacts around the suture. Blue, red, and yellow
dashed squares refer to the selected ROI of noise, background and
signal, respectively, that are chosen to estimate CNR in Equation (10).
(g-i) Normalized histogram of the selected ROIs in (d)-(f), respectively.
Red and yellow arrows point to the mean of background and signal,
respectively. Blue arrow points to the sum of the mean and standard
deviation of the noise. (k) Normalized intensity profile across the red
lines in panels (a)-(c). (f) 3D visualization of the reconstruction in panels
(a) and (c), overlaid on top of each other.

noise floor propagation resulting from each reconstruction
method.

III. RESULTS

A primary motivation of the experimental work was to
investigate the image quality achieved by frequency domain
inversion compared to the time-domain inversion, the latter
considered in this study as the gold standard in image quality.
We sought to capitalize on the inversion speed gains in the
frequency domain to obtain processed images faster than is
possible in the time-domain, while still increasing the image
quality by incorporating the impulse response correction of
the system within Fourier reconstruction framework.

To compare the CNR and lateral resolutions obtained when
reconstructing the optoacoustic volumetric data using the time-
domain, ω − k, and FWOK approaches, we imaged a simple
suture target with a known thickness. Figures 4a-c show a
large field of view reconstructed for the cross-suture arrange-
ment embedded in agar, using the time-domain backprojection
(Figure 4a), conventional ω−k (Figure 4b), and our proposed
FWOK algorithms (Figure 4c). A sub-region of the complete
field-of-view was further inspected for finer quality assessment
and 7X-magnifications shown for the corresponding cases
in Figures 4d-f, respectively. To proceed with the quality
quantification, we defined the regions of interest depicted in
Figure 4d for areas containing the signal (yellow border), the
background (red border), and the noise (blue border). The

same selected regions of interest were applied to all three
reconstructed image cases for consistency. Histograms of the
pixel value enclosed by each region of interest were generated
to visualize the contrast level reflected by Equation (10).
To enable a comparative visualization of the relative mean sep-
aration and standard deviation of each pixel value distribution,
we first normalized the corresponding reconstructed image to
the maximum pixel value within the three regions combined,
and then normalized the histogram obtained for each region to
its maximum count, thereby adjusting for the different areas
enclosed by each region. Figure 4g-i show the normalized ROI
histograms for the time-domain backprojection (Figure 4g),
conventional ω − k (Figure 4h), and FWOK (Figure 4i)
reconstructed images. The red and yellow vertical arrows in
the histograms indicate the position of the signal (yellow) and
background (red) mean values, respectively. The blue arrow
indicates the value positions for the mean plus one standard
deviation of the noise, which is necessary to account for a
non-zero mean noise value as reflected by the denominator in
Equation (10).

The quality indices obtained for each method were:
CNR = 3.88 for conventional backprojection, CNR = 4 for
the ω − k algorithm, and CNR = 8.5 for the proposed FWOK
algorithm. Artefacts were further reduced in the reconstruction
by incorporating the transfer function-based weighting step
into the FWOK algorithm, leading to background suppression
around the suture. FWOK leads to a greater separation between
mean signal values from the suture and mean background
values around the suture and a concomitant reduction in the
noise level, yielding a 2-fold improvement in C N R for FWOK
compared to conventional ω − k and time-domain algorithms.

The similarity in CNR between time-domain and conven-
tional ω − k algorithms is expected, as these result from
equivalent mathematical calculations in two domains, which
confirms that CNR improvement is primarily a result of the
impulse response introduced in our reconstruction algorithm.
Moreover, this implies that our approach could enhance the
sensitivity of the system by suppressing noise levels. To eval-
uate the effect of CNR on image resolution we analyzed
line intensity profiles along the suture for each method of
reconstruction (Figures 4a-c, red lines). To enable a direct
comparison of the resolution independently of the images
dynamic range, we normalized each line profile by its max-
imum and show the results in Figure 4k. By calculating
the full width half maximum of each line profile, we find
that resolutions were 71 μm in the case of time-domain
backprojection, and 56 μm for both, the conventional ω − k
and FWOK algorithms. These results indicate that the ω − k
algorithm alone allows an approximately 26% improvement
in image resolution, independent of the additional weighting
step in the FWOK algorithm.

To visualize the agreement of the volumetric optoacoustic
reconstructed information obtained with time-domain and
FWOK algorithms, we rendered the field-of-view in three
dimensions, overlaying the results of both the time-domain and
FWOK approaches (Figure 4f). We observe that the FWOK
reconstruction (shown in red) resolves the entire cross-suture
arrangement, while the time-domain reconstruction results in a
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lower resolution image with the suture appearing thicker in the
corresponding green overlay, in agreement with the resolution
assessment described above.

To investigate the associated computational costs,
we analysed the processing time for FWOK and standard
time-domain reconstructions. We found that time-domain
backprojection reconstruction calculations required over
1 hour of computation time to generate the image shown
in Figure 4a; in contrast, the same image required only
10 seconds to be reconstructed with the FWOK algorithm
(Figure 4c) using the same computer processing power.
Importantly, while the detector transfer function correction in
FWOK involves a simple and fast matrix division, an analo-
gous step in the time-domain would require a time-consuming
deconvolution operation. Time-domain deconvolution could
also improve image quality in a similar manner to FWOK;
however, this would add a significant computation time,
further slowing the reconstruction. Therefore, introducing
the impulse response correction in the frequency domain,
as proposed herein, is an important step towards enabling
real-time and high-quality optoacoustic reconstruction.

To evaluate the performance of our reconstruction approach
in samples with higher structural complexity and biological
relevance, we acquired in vivo optoacoustic images of mouse
ear vasculature. Figures 5a-c show the reconstructed images
of the mouse ear data using time-domain backprojection
(Figure 5a), conventional ω − k (Figure 5b), and FWOK
algorithms (Figure 5c). Figures 5d-f show 2X-magnifications
of the images in Figures 5a-c to highlight fine differences
afforded by the respective reconstruction approaches. Two
examples of the superior performance of our FWOK recon-
struction are indicated by the white arrows in Figures 5d-f.
The first example (i) consists of two vessels that are easily
resolved in our FWOK reconstruction (Figure 5f), but blur
together in the time-domain backprojection reconstruction
(Figure 5d). The second case (ii) is a vessel that is clearly
retrieved with our FWOK approach (Figure 5f) but is instead
merged and lost into the background for the time-domain
backprojection (Figure 5d). The resolution enhancement is
quantitatively confirmed by the full width half maximum
values obtained for a line profile across a representative vessel,
which is indicated by the white line in Figures 4a-c. The
line profiles are plotted for each reconstruction method in
Figure 5g. We find a FWHM value of 74 μm for the line
profiles coming from both the FWOK and standard ω − k
reconstructed images, compared to a 103 μm obtained from
the time-domain backprojection. This is in agreement with
the measurements performed with the simple suture phantom
above, resulting in a 25% increase in resolution using the
frequency-based approaches.

We further calculated the CNRs for the FWOK (Figures 5c)
and time-domain reconstructions (Figure 5a) to be 7 and 3,
respectively. These values agree with the doubling in CNR
observed for the suture phantom (Figure 4). Therefore, FWOK
significantly improved the overall image quality of a com-
plex three-dimensional vascular networks, producing sharper
vessel structures and revealing a higher definition vascular
architecture than with the alternative methods. This can be

Fig. 5. Comparison of in vivo images of mouse ear vasculature using
different reconstruction methods. (a-c) Top-view maximum intensity pro-
jections (MIP) of the reconstructions performed using (a) time-domain
backprojection, (b) ω − k algorithm, and (c) FWOK algorithm.
(d-f) Respective magnified views (2X) of panels (a)-(c). White arrows
point to substantial differences in quality among the reconstruction
methods. (g) Normalized intensity profile across the white lines in panels
(a)-(c). visualization of the reconstruction in panel (a). (i) 3D visualization
of the reconstruction in panel (c).

further appreciated in the volumetric images displayed in
Figures 5h and 5i for time-domain and FWOK reconstruc-
tions, respectively.

We next analyzed the reconstruction times for the mouse
ear vasculature data using each method in order to confirm the
processing speed acceleration resulting from using the FWOK
reconstruction on data from complex vascular structures.
Notably, for the reconstruction of the in vivo images shown
Figure 5a-c (1000 × 1000 × 140 voxels), the computation
time was 30 minutes for the time-domain backprojection,
but only 6 seconds for the same data set using the FWOK
algorithm. This means that FWOK can reconstruct a single
B-scan of 140 × 1000 pixels in 20 milliseconds compared
to 8 seconds for the backprojection algorithm. This results
in a 360-fold increase in reconstruction speed, for which
weighting by the Transfer Function in the FWOK algorithm
consumed only 15% more time than the traditional ω − k
algorithm. FWOK offers high quality reconstruction at speeds
that are over two-orders of magnitude faster than conven-
tional time-domain methods, making it an attractive option
for real-time processing for optoacoustic mesoscopy.

IV. DISCUSSION

We introduced the FWOK inversion algorithm in optoa-
coustic imaging, which is an extension of the standard ω − k
reconstruction inversion that incorporates the spatial impulse
response of the physical system. We investigated the image
reconstruction quality achieved using FWOK with in vivo
RSOM data and compared its performance to both standard
ω − k and time-domain back-projection inversions. FWOK
capitalizes on the inversion speed of frequency domain [16]
and the fast matrix division operation to include the impulse
response function in this domain, thereby avoiding the lengthy
deconvolution step required to perform the equivalent opera-
tion in the time domain [29]. FWOK enabled reconstruction
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of RSOM images faster than in time-domain without compro-
mising in reconstructed image CNR and resolution.

We showed that the proposed FWOK inversion could
reconstruct a large optoacoustic data set (1000 × 1000 ×
140 voxels) two orders of magnitude (360-fold) faster than
time-domain backprojection, without compromising image
quality. This accelerated processing time was enabled by
FWOK’s inherent block-processing of the entire dataset in
one step, instead of the point-by-point computation in time-
domain. The algorithm exploits the fast computational speed
of FFT to reconstruct B-scans in fractions of a second to
afford 3D images immediately after acquisition. Reconstruc-
tion speeds have been previously accelerated using standard
frequency domain reconstruction with experimental optoa-
coustic data, with a 53 s-reconstruction time for a data size
of 200 × 200 × 100 voxels in Fourier domain, compared to
nearly 3 hours in time-domain based reconstruction for the
same data set [27], representing a 200-fold faster reconstruc-
tion. Recently, Fourier reconstruction times of 0.25 s were
reported for B scans with 600 × 751 pixels [42] and of
0.7 s for multi-layer volumetric reconstruction of a 40 ×
40 × 2000 voxel-data set [43]. Here we achieve reconstruc-
tion times of 6 s for over 40 times larger data sizes than
previously demonstrated. The faster performance obtained
with our algorithm could be attributed to the use of single
rather than double precision data formats, 2D instead of 1D
interpolation in k-space which avoids unnecessary iterations,
and a simplification to a single-layer instead of a multi-layer
reconstruction approach.

We demonstrated that the FWOK inversion can compensate
for the system’s non-ideal response and enhance the CNR and
resolution of the final reconstructed optoacoustic image com-
pared to the standard ω − k algorithm and time-domain back-
projection. This compensation was achieved by experimentally
measuring the spatial transfer function and applying it as
a multiplicative weighting function in the frequency domain
inversion scheme of the acquired RSOM data. Although incor-
porating the PSF has been shown to successfully improve the
quality of reconstructed optoacoustic images [30], [44], [45]
and detector sensitivity fields have been included in recon-
struction algorithms to account for negatively focused ultra-
sound transducers [46], [47], these studies were performed
in the time-domain and suffered from long processing times.
Here we incorporate the PSF correction factor in the recon-
struction problem in the Fourier domain to avoid sacrificing
computational time. Note, however, that each position in a
defined 3D space has an associated temporal acoustic signal,
resulting in a 4D function describing the complete transducer
spatial response in the system [48]. Here we obtained the
spatial transfer function at a single depth position, reducing
it to a 3D function, and show that this simplification holds
as a good approximation for locations relatively close to the
depth position at which the PSF is measured.

Our findings show that FWOK results in background and
noise reduction which enhances the contrast from the signal,
resulting in higher CNR and resolution compared to both
standard ω − k and time-domain back-projection. We validate
our reconstruction approach on a simple suture phantom and

more complex mouse ear vasculature with in-vivo data and
find that reconstruction is accelerated and produces higher
image quality and reduced background noise compared to
standard ω − k and time-domain back-projection. We believe
this to be the first in-vivo demonstration of frequency-domain
reconstructions of RSOM images. Previous RSOM images of
vascular networks have been processed in time domain at the
cost of heavy reconstruction computation [49].

Reconstruction with the FWOK algorithm remains vulnera-
ble to artefacts introduced by assuming a fixed speed of sound
in the reconstruction algorithm and by the interpolation errors
required to convert the data to a uniform grid suitable for
inverse Fourier transform for image reconstruction (step c of
Figure 3) [24], [25]. However, neglecting the speed of sound
variation in soft tissues has been shown to have negligible
effects on the image reconstruction quality due to small
changes in speed around 1500 m/s within the full imaging
volume [50]. Numerical errors during the interpolation step
have been reduced by employing a Sinc interpolation func-
tion, yet this remains computationally expensive [51], [29].
Alternatively, non-equispaced grid sampling has been imple-
mented to avoid the interpolation step in Fourier domain [27];
however, this results in a significant increase in computational
complexity. In this work, we used a cubic spline interpolation
as a compromise between quality and computational cost.

Frequency-domain implementations are challenged by the
large random access memory (RAM) required to perform the
calculation. Whereas time-domain reconstruction inversions
are performed point-by-point, frequency-domain inversions
significantly accelerates the reconstruction time by computing
the full inversion in one step, in exchange for an increase in the
memory demand. For instance, the in-vivo image presented in
Figure 5 required 8 GB of RAM to reconstruct an optoacoustic
dataset size of 1 GB. Future work will examine strategies to
further improve memory use efficiency.

In summary, FWOK provides faster computation than time-
domain backprojection while directly incorporating the spatial
transfer function in the frequency domain enhancing CNR
and resolution across the entire reconstructed image. These
findings show that frequency domain inversions could become
the method of choice for RSOM, significantly accelerating
image reconstruction without compromising quality. We are
expanding these efforts to incorporate FWOK for real time
acquisition, processing and display of RSOM images and
further expand the application of the algorithm into other
scanning geometries, such as for optoacoustic tomography,
where it could also provide high-performance reconstructions
for real-time clinical applications.
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