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Nonstandard abbreviations:

SPE, serum protein electrophoresis;

IMT, immunotyping;
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ML, machine learning;

CNN, convolutional neural network;

RFC, random forest classifier;

MGUS, Monoclonal gammopathy of undetermined significance;
IFE, immunofixation electrophoresis;

AUC, area under the curve;

ROC, receiver operating characteristic;
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Abstract

Objectives

Serum protein electrophoresis (SPE) in combination with immunotyping (IMT) is the
diagnostic standard for detecting monoclonal proteins (M-proteins). However,
interpretation of SPE and IMT is weakly standardized, time consuming and
investigator dependent. Here, we present five machine learning (ML) approaches for
automated detection of M-proteins on SPE on an unprecedented large and well-
curated data set and compare the performance with that of laboratory experts.
Methods

SPE and IMT were performed in serum samples from 69 722 individuals from
Norway. IMT results were used to label the samples as M-protein present (positive,
n=4273) or absent (negative n=65 449). Four feature-based ML algorithms and one
convolutional neural network (CNN) were trained on 68 722 randomly selected SPE
patterns to detect M-proteins. Algorithm performance was compared to that of an
expert group of clinical pathologists and laboratory technicians (n=10) on a test set of
1 000 samples.

Results

The random forest classifier showed the best performance (F1-Score 93.2%,
accuracy 99.1%, sensitivity 89.9%, specificity 99.8%, positive predictive value
96.9%, negative predictive value 99.3%) and outperformed the experts (F1-Score
61.2 £ 16.0%, sensitivity 94.3 + 2.8%, specificity 88.9 £ 10.9%, positive predictive
value 47.3 £ 16.2%, negative predictive value 99.5 + 0.2%) on the test set.
Interestingly the performance of the RFC saturated, the CNN performance increased

steadily within our training set (n=68 722).
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Conclusion
Feature-based ML systems are capable of automated detection of M-proteins on

SPE beyond expert-level and show potential for use in the clinical laboratory.

Keywords: artificial intelligence; monoclonal gammopathy; myeloma; electrophoresis;

machine learning
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Introduction

Monoclonal proteins (M-proteins) are an overproduction of a single immunoglobulin
or a fragment of it and represent the hallmark feature of plasma cell dyscrasia [1].
Plasma cell dyscrasias encompass a wide variety of entities from monoclonal
gammopathy of undetermined significance (MGUS), a pre-malignancy with
prevalences of > 3% (>5%) in patients >50 (>70) years of age [1], to malignant
entities including multiple myeloma, Waldenstrom’s macroglobulinemia, primary AL
amyloidosis, and plasma cell leukemia. Multiple myeloma is the third most common
hematologic malignancy and responsible for about 0.9% of all new cancer diseases
worldwide [2]. Progression from MGUS to malignant entities is usually accompanied
by an increase of M-protein concentration [1].

Immunofixation electrophoresis (IFE) is the current gold standard for detection of M-
proteins. Both, IFE and immunotyping (IMT), are methods used to establish the
monoclonal origin of suspected monoclonal proteins and to characterize their isotype
and light chain composition [3—8]. Serum protein electrophoresis (SPE) is
significantly less sensitive and less specific in detecting M-proteins than IFE or IMT.
Still, it is widely used as a first-line detection system for M-proteins as it is a robust,
analytically straightforward and inexpensive method [3-5].

In SPE, results are presented as a continuous graph based on the densitometric
analysis of the electrophoretically separated serum protein pool [9]. Monoclonal
gammopathies often present as a clearly delineated, discrete M-protein peak in the
SPE curve, which is readily detectable by visual inspection (Figure 1A) compared to
an SPE curve without M-protein peak (Figure 1B). Frequently, however, the

monoclonal protein may be difficult to distinguish from other abnormalities that
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manifest in SPE and may be misinterpreted or escape identification (Figure 1C) [9].
Moreover, individual expertise in evaluating SPE curves lead to great variability of
classification performance and may be biased by respective specialist focus that
adds another layer of complexity to the interpretation of SPE patterns [10-13].
Machine learning (ML) algorithms have recently been introduced to perform
classification tasks in diagnostic settings [12—-17]. In the clinical laboratory, only
sporadic efforts have been made during the past two decades to establish
automated analysis of SPE patterns [18—22]. The patient cohort sizes in most of
these studies were limited or sample labeling relied solely on the subjective SPE
pattern analysis performed by laboratory technicians or hematologists. In none of
these reports the presence of M-proteins has been confirmed by IMT [18-22].

In the present study, we trained, optimized and evaluated five ML algorithms that
classify SPE patterns into M-protein positive or negative. The data set comprises
nearly 70 000 individual SPEs that were manually annotated using IMT results as
ground truth. Furthermore, we demonstrate that the most effective M-protein

classifier outperforms experienced laboratory staff.
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Materials & Methods

Data set

Serum protein electrophoresis (SPE) and immunotyping (IMT) were performed on
Capillarys 2 Flex Piercing instruments ® (SEBIA, Lisses, France) according to the
manufacturer’s instructions. In the study period, more than 500,000 SPEs were
analyzed, and IMT was added when clinical information given by the requesting
physician indicated the presence of an M-peak or monoclonal gammopathy.
Moreover, all SPEs were assessed by a laboratory technician and, in case of
obvious M-spikes or irregularities in alpha-2 through gamma fractions, samples were
further processed by IMT. Each IMT was manually evaluated by visual inspection of
a clinical pathologist and labeled as M-protein present (positive) or absent
(negative). Only samples in which both SPE and IMT were performed, and only one
sample of each individual were included in the data set. SPE recorded at Furst
Medical Laboratory, Oslo, during 2007-2021 were extracted. The SPE graph of each
sample contains 300 data points of density levels measured by absorbance
photometry.

Patient data were anonymized prior to further analysis. The study was approved by
the Ethics Committee of the University of Heidelberg (2018-548N-MA), Germany,

and the Regional Ethics Committee REC South-East, Norway (231395).

Training/test-split
The samples were divided into a training set of 68 722 samples and a test set of
1000 samples. A 10-fold cross validation was performed on the training set [23].

Each of the ten training subsets comprised 58 067 IMT negative and 3783 IMT
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positive samples. Each validation set included 6451 IMT negative and 421 IMT
positive samples. The best performing algorithm was then trained on the complete
training set (n=68 722).

The test set of 1000 samples was randomly selected and reserved for performance
comparison with expert laboratory technicians and physicians. It included 931 IMT
negative and 69 IMT positive samples. The ratio of IMT positives to negatives was

about 1:14 and comparable in the training and test set.

Machine Learning

After a pre-selection of machine learning algorithms for classification problems
offered by Scikit-learn [23, 24], the algorithms presented in the current study
performed superior to the rest. Moreover, deep learning algorithms have shown to
outperform classical algorithms in some classification tasks, especially in image
classification, and therefore a convolutional neural network (CNN) was included as
well [25, 26].

The following five ML algorithms were used: random forest classifier (RFC),
extremely randomized trees classifier, adaboost classifier, gradient boosting
classifier and a convolutional neural network (CNN) [27-31] based on the structure
reported by Liu et al. [32] using ReLU as activation function. Our CNN consisted of
eighteen layers with three convolutional layers and a total number of 194 945
parameters. All classifiers were taken from the python library scikit-learn [23, 24] and

keras [33, 34], respectively. All results are reported as mean * standard deviation.



M-protein detection using machine learning

SPE classification by laboratory experts

To compare the performance of M-protein detection between human and machine,
ten experienced clinical pathologists and laboratory technicians, who perform the
daily routine evaluation of SPE, were recruited from First Medical Laboratory and
MLL Munich Leukemia Laboratory. The panel of experts had on average 17.4 £ 13.5
(mean = standard deviation) years of professional expertise and 8.0 £ 7.3 years of
experience in classifying SPE. During this period of time, they had classified a total
number of 34 400 + 32 500 SPEs. Each individual expert had the task to decide
whether or not to recommend IMT based on the suspicion of the presence of a M-
peak on the test set, which contained a total of 1000 randomly selected SPE profiles,
presented by a computer program. The program sequentially displayed the graphs of
the SPEs and the user was requested to click on the ‘recommend IMT’ or ‘do not
recommend IMT’ option. There was no time limit, and the experts had the option to
go back and forth in the sequence of the presented SPE graphs and to change their
decision. The average time to complete classification of the entire test set was 26.0 =

11.3 minutes.

Performance evaluation of algorithms

Performance of the algorithms was assessed by calculating accuracy, sensitivity,
specificity, negative and positive predictive value. The mean ROC-AUC over a 10-
fold cross-validation was utilized to compare the performance between the different
ML algorithms. For comparison of the performance of the experts with that of the
best performing algorithm the receiver operating characteristic (ROC) [35] curve and

the F1-Score was used.
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Results

Data set compilation

We assembled a data set of 69 722 SPE/IMT pairs, generated at Furst Medical
Laboratory during routine testing. The data set contained 4273 (6.1%) IMT positive
and 65 449 (93.9%) IMT negative samples (Figure 1D). The median age of the
patients was 58 years ranging from 0 to 103 years and an interquartile range of 29
(Figure 1E). With IMT as ground truth, the classification task was to distinguish IMT
positive from IMT negative samples based on the individual SPE profiles (Figure 1A,
B). Of note, the IMT positive data set also included low concentrated M-proteins that
are particularly difficult to differentiate from other causes of minor SPE profile
abnormalities (Figure 1C).

Data were randomly subdivided into a training set (n=68 722 samples) for optimizing
ML methods and a test set (n=1000 samples) for comparing machine versus human

performance.

Feature extraction and engineering

For classical ML algorithms, high quality features are essential [36]. To identify them,
expert laboratory technicians and physicians (n=10) were interviewed to indicate
crucial factors for evaluating SPE patterns. As a result, the following 270 features
were designed and used in the study: (i) the x and y-coordinates of the first five
peaks in the B- and y-globulin fractions (Figure 2A,B); (ii) the partial AUCs around
the peaks calculated applying Simpson’s rule [37] (Figure 2C), and (iii) the gradients
around the peaks calculated between two adjacent x- and y-coordinates in the -

and y-globulin fractions (Figure 2D). From that list, 13 AUCs and gradients prior and
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after the x-coordinate of the five peaks were chosen (Figure 2C and 2D). In order to
have equally long examination intervals the start of the B-globulin fraction was set at
x-coordinate 165 in each SPE (Figure 2B). When an SPE graph displayed less than
five peaks or when the 13 AUCs or gradients in proximity of the peaks were out of

the data range, those values were set to zero.

Evaluation of machine learning algorithms on the training set

The performances of the different ML algorithms on the training sets are shown in
Table 1. Overall, ROC-AUC, accuracy, sensitivity, specificity, positive and negative
predictive value were > 78%. The random forest classifier (RFC) showed best
performance with an ROC-AUC of 92.7 + 0.8% and sensitivity of 85.7 £ 1.5%.
Compared to the CNN, the RFC performed better in three out of six measures (ROC
AUC, sensitivity and positive predictive value), whereas the CNN showed a slightly
higher performance in accuracy and negative predictive value.

[Place Table 1 near here]

Most important features

In contrast to earlier studies [19-22], our approach is interpretable. We can thus
determine feature importance for the RFC by calculating the impurity decrease for
each feature [23, 24]. We find that the top ten features all describe the shape of the
third peak (Supplemental table 1). This fits to expert knowledge: Usually there are
only three peaks in the examined spectrum, the p1-, the B2- and the y-peak (Figure

2A). Most M-gradients occur in the y-fraction, which represents the third peak.
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The random forest classifier outperforms experienced laboratory staff on the
test set

As the best performing algorithm, RFC was trained using the complete training set
comprising 68 722 samples. The resulting model was then evaluated on the test set
of 1000 samples that was reserved for comparing human and computer
performance. The test set contained 931 IMT negative and 69 IMT positive samples.
The results of the experts and the random forest classifier with a prediction
probability threshold of 0.5 on the sample test set are shown in Table 2.

The RFC model correctly classified 929 SPE with negative IMT as ‘M-protein
absent’, and 62 SPE with positive IMT as ‘M-protein present’ (Figure 3A). Nine cases
were misclassified, seven false negative and two false positive cases (Figure 3A).
On the test set, the RFC reached an F1-score of 93,2% with a sensitivity of 89,9%, a
specificity of 99.8%, positive predictive value of 96.9% and a negative predictive
value of 99.3% (Table 2).

[Place Table 2 near here]

In contrast, the mean performance of a panel of ten laboratory experts on the sample
test set were as follows: F1-score of 61.2 + 16.0%, sensitivity was 94,3 + 2,8%,
specificity 88,9 + 10,9%, positive predictive value of 47.3 £ 16.2% and a negative
predictive value of 99.5 £ 0.2 %.

Thus, the RFC proved superior to the average of the experts in four of the six

performance categories (Table 2).

Adjustment of algorithm performance
ROC curve analysis revealed that the RFC algorithm yielded mostly higher sensitivity

and specificity scores than the individual experts (Figure 3B). Using the prediction
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probability threshold to adjust the sensitivity and specificity to each individual’s
performance demonstrated that only two of the ten experts performed better than the
random forest classifier. The laboratory technician with the highest sensitivity score
(100.0%) exhibited a test specificity of 88.3%, whereas the RFC algorithm showed a
specificity of 0.0% when adjusted to the same sensitivity. The technician with the
highest specificity (96.6%) achieved a sensitivity of 91.3%. Under these conditions
the RFC algorithm yielded a sensitivity of 94.2%.

Altering the algorithm’s prediction probability threshold to a value of 0.4
corresponding to a sensitivity close to the average of the laboratory experts results in
the following performance measures of the RFC: 94.2% sensitivity, 99.7% specificity,
95.6% positive predictive value, 99.6% negative predictive value (Table 3).

[Place Table 3 near here]

In addition, we trained the algorithm on a balanced training data set to improve
sensitivity. By reducing IMT negative samples to an IMT positive to IMT negative
ratio of 1:1 in the training set, a newly trained RFC shows an increased sensitivity of

94.2% and specificity of 96.9% on the test set.

Comparison of the performance between classical and deep learning
algorithms

Deep learning algorithms have regularly shown to outperform classical feature-based
methods when available training data sets are large [25, 26]. In contrast to these
studies, the CNN approach was inferior to the RFC in three out of six performance
categories in the present work (Table 1). Therefore, we tested the effect of varying
training set sizes from 1 to 100% in steps of 687 (1%), 1374 (2%), 3436 (5%), 6872

(10%), 13 744 (20%), 34 361 (50%) and 68 722 (100%) on the performance of both



M-protein detection using machine learning

algorithms. The performance of the RFC algorithm reached a plateau at about 10%
of the complete training data set (n=6 872 SPESs) (Figure 4). In contrast, the
performance of the CNN showed no saturation even when trained on the complete

training set (Figure 4).
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Discussion

Largest dataset with ground truth

In the present study, we trained five different ML algorithms to predict the presence
or absence of an M-protein evaluating serum protein electrophoresis. Compared to
previously published studies with a significant lower number of cases or the lack of
access to immunofixation electrophoresis (IFE) or immunotyping (IMT) results as
ground truth [18—-22], we used a high-quality data set of almost 70 000 SPEs
annotated for the presence or absence of an M-protein by IMT. We identified a
random forest classifier (RFC) as the best-performing algorithm and demonstrated
that it achieves accuracy levels exceeding that of human experts for classification of
M-protein presence.

Compared to IMT with a detection limit of about 0.25 g/L, IFE shows a higher
sensitivity of identifying low-concentration M-peaks with a detection limit 0.1 g/L [7,
8], and thus some M-proteins with low concentration may be missed in our study.
However, both IFE and IMT are acknowledged methods to detect and further
characterize M-proteins after screening with SPE, which has significantly lower

sensitivity and specificity [6].

Advantages

Our best-performing RFC algorithm provides several advantages over conventional
SPE pattern evaluation in the clinical laboratory. First, AUC of ROC curve analyses
demonstrate that it consistently performs at least comparable to highly experienced
experts with a professional record of > 30 000 SPE pattern classifications (Figure

3B). Second, the RFC algorithm runs with less variability relative to laboratory
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technicians and physicians who exhibited high inter-individual variability. This
problem of variance of classification performance can be seen in other scientific
works as well [10-13]. Third, RFC-based M-protein classification is 1000-fold faster
(26.0 £ 11.3 minutes in contrast to less than 1 second) and can run 24/7 making it
accessible even outside normal working hours. Fourth, the trained algorithm
analyzes each individual SPE pattern on the same level of accuracy and robustness
and human factors such as operator fatigue or distractibility [38] are eliminated a
priori. Finally, unlike in human operators, our trained RFC algorithm allows flexible
adjustment of the test sensitivity and specificity depending on the clinical context.
Taken together, our results demonstrate that a trained ML algorithm can perform
automated detection of M-proteins on SPE with accuracies exceeding that of
experts. The RFC-based “M-protein identifier” is highly efficient and can readily be
integrated into the workflow of a routine laboratory as a digital decision support
system for laboratory experts (Figure 5). Its unprecedented speed enables the
accurate analysis of hundreds to thousands of SPEs within seconds, and it may thus
be particularly attractive to medium and high-throughput laboratories.

ML algorithms still lack the ability to integrate all information such as clinical context
to really make a profound and intelligent decision. The presented ML algorithm is not
intended to replace human operators, but to improve detection of M-peaks by
functioning as a diagnostic supporting tool.

The results are validated on internal data only. Further studies are needed to confirm

the transferability on external data.
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Superior feature-based model

Frequently, tree-based models show a better performance in classification tasks on
tabular data compared to deep learning algorithms [39]. This was also observed in
the present study in which the RFC outperformed the CNN. The RFC performance
already saturated after training with only a small part (about 10%) of the full data set.
The CNN, however, showed no clear saturation of performance with increasing data
size. Future studies on even larger data sets may exhibit whether prediction
accuracy can be further improved and whether CNN performance increases with

larger data sets.

Previous studies

Some studies have previously reported the use of mathematical classification and
ML algorithms for detection of monoclonal proteins in SPE [18-22]. In all these
studies, classification was solely based on SPE patterns and not on the highly
sensitive method of IFE or IMT. Numerous ML studies have demonstrated that the
guality and quantity of the training data is a critical determinant of the performance of
an algorithm [25, 26]. Previous algorithm based SPE studies relied mostly on sample
sizes of about 100-5000 SPE curves [18, 19, 21]. Our data set of almost 70 000
individual patient samples exceeds these studies by an order of magnitude. In the
study by Chabrun et al [22], machine learning models were trained on 150 000
samples. However, this study employed human experts to establish the ground truth
and not IFE or IMT. In our study, results from immunotyping [6] whereas used as
ground truth. Interestingly, a recent study employed deep learning approaches to

automatically interpret immunofixation with convincing results [40]. In contrast to
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earlier studies [19-22], our approach is interpretable. We were able to show the
most important features for the RFC algorithm (Supplemental table 1).

Of 1000 test samples, our algorithm misclassified only nine SPE samples, seven
false negative and two false positive. All seven false negative cases consistently
represented SPEs without clearly visible M-protein peaks, probably due to low serum
concentration of the monoclonal protein. The two false positive cases were SPEs
with irregularities in the - and y-fractions (Figure 3A) possibly caused by oligo-/
polyclonal immunoglobulin production due to an inflammatory response.
Reinspection of these cases revealed no obvious reason for the misclassification. In
addition, erroneous interpretation of the IMTs representing the ground truth in some
of these cases cannot be ruled out completely.

The test set samples were selected randomly and the ratio of positive and negative
cases was kept constant compared to the training set. Therefore, not all kind of M-
proteins that are difficult to detect, e.g. low-concentrated M-proteins with polyclonal
background or M-proteins superimposed to other proteins, might be represented in

the test set.

Future studies

In machine learning classification tasks, the algorithm calculates individual
probabilities of an instance for the respective classes. Subsequently, classification of
single events is performed by applying a pre-defined threshold value. Altering this
threshold value enables the adjustment of the test measures like sensitivity and
specificity (Table 3). This fact can be used to fit the algorithm performance to the
pre-test probability of an event or disease. In our case, when aiming for a high

sensitivity (i.e. achieving a low number of false negatives), adjustment of the
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threshold of the trained RFC algorithm resulted in an adjusted sensitivity of 98.6%
with a specificity of 76.4% on the test set (Table 3). As another approach to improve
sensitivity, a balancing of the training data to an equal number of M-protein positive
and negative samples resulted in an adjusted sensitivity of 94.2% with a specificity of
96.9% of the algorithm. Using these approaches the algorithm can be optimized for
scenarios such as general population screening or follow-up testing of multiple
myeloma patients under treatment. However, both approaches were performed
retrospectively, and thus further studies are needed to evaluate test performance in
independent data sets.

In this context, it also needs to be pointed out that trained ML algorithms, unlike
classical rule-based systems, contain numerous cryptic elements and thus behave to
a certain degree like a “black box” [41, 42]. This important fact highlights the need for
permanent supervision of such modern classifier systems by medical professionals
and precludes their current use as autonomous systems in clinical decision making
[41, 42]. Currently, a lot of effort is put into explainable Al and developing ways to

decipher and illustrate the decision process of Al-based decision systems [41, 42].
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