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SUMMARY

The abundance of a protein is defined by its continuous synthesis and degradation, a process known as pro-
tein turnover. Here, we systematically profiled the turnover of proteins in influenza A virus (IAV)-infected cells
using a pulse-chase stable isotope labeling by amino acids in cell culture (SILAC)-based approach combined
with downstream statistical modeling. We identified 1,798 virus-affected proteins with turnover changes
(tVAPs) out of 7,739 detected proteins (data available at pulsechase.innatelab.org). In particular, the affected
proteins were involved in RNA transcription, splicing and nuclear transport, protein translation and stability,
and energymetabolism.Many tVAPs appeared to be known IAV-interacting proteins that regulate virus prop-
agation, such as KPNA6, PPP6C, and POLR2A. Notably, our analysis identified additional IAV host and re-
striction factors, such as the splicing factor GPKOW, that exhibit significant turnover rate changes while their
total abundance is minimally affected. Overall, we show that protein turnover is a critical factor both for virus
replication and antiviral defense.

INTRODUCTION

Protein turnover, the interplay of protein synthesis and degrada-

tion, is fundamental to cellular homeostasis. Correlative studies

comparing mRNA and protein abundance in cells estimate that

mRNA levels can only partially explain protein abundance,1–3

signifying the importance of measuring protein translation and

degradation to understand its regulation. The correlation be-

tweenmRNA and protein abundance is expected to vary consid-

erably in cells perturbed by stimuli or infected with intracellular

pathogens, such as viruses. Several pioneer studies revealed

that treatments (e.g., lipopolysaccharide stimulation, oxidative,

or osmotic stress) induce upregulation of proteins that can

largely be explained by an increase in mRNA transcription, while

the downregulation of proteins poorly correlated with mRNA

level changes,4–6 suggesting translational and post-translational

mechanisms. Notably, proteins affected by stimuli via transcrip-

tional regulation carried out distinct functions compared with

proteins controlled on a translational or post-translational

level.6–9 Similarly, virus infection strongly influences protein turn-

over as the combined result of cellular responses to the virus

infection and targeted interference of the virus with the cellular

machinery. The regulation of protein turnover can occur at the

protein synthesis stage through transcriptional, post-transcrip-

tional, and translational changes or affect the protein half-life

via, e.g., post-translational modifications (PTMs) and protein-

protein interactions (PPIs).

Both the cellular response and virus interference dramatically

affect the host protein synthesis during virus infection.10–12 On

the one hand, infected cells initiate the transcription and transla-

tion of antiviral proteins, which limit virus growth and trigger

adaptive immune response.13,14 Detection of viruses via pattern

recognition receptors activates transcription factors like inter-

feron regulatory factor (IRF) 3/7 and nuclear factor kB (NF-kB),

which leads to the transcription and translation of mRNAs that

encode cytokines, including interferons (IFNs).15 IFNs activate

signal transducer and activator of transcription (STAT) proteins

and thereby induce the expression of IFN-stimulated genes

(ISGs) with antiviral functions.16,17 In addition to transcriptional

control, translational regulation is particularly important for rapid

and specific cellular responses to changing environments.

Certain transcripts, such as the mRNA of the transcription factor

IRF7, are translationally controlled during immunological re-

sponses.18 Similarly, cytokines like IFN-g19 and interleukin-2

(IL-2)20,21 bear RNA secondary structures contributing to their

translational regulation. Moreover, proteins such as the transla-

tional regulator EIF2AK2 (PKR) generally inhibit cellular protein

production but, in the context of pathogen infection, allow or
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even promote—innate immune response.22–26 On the other

hand, viruses have developed numerous strategies to manipu-

late host protein synthesis to favor the expression of viral pro-

teins and limit innate and adaptive immune responses. Many vi-

ruses inhibit global cellular protein synthesis through various

mechanisms, which is commonly termed ‘‘host shutoff.’’ For

instance, D9/D10 proteins of the vaccinia virus induce the decay

of host transcripts, effectively turning off their translation27,28; the

NSP1 of severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2) binds to the mRNA channel on the ribosome to

specifically inhibit the translation of host mRNAs29; and the

2Apro and Lpro proteins of many picornaviruses directly cleave

eIF4G to prevent translation initiation.30,31 The importance of the

host shutoff is exemplified by the non-structural protein 1 (NS1)

and the endoribonuclease PA-X of influenza A virus (IAV). NS1

suppresses general eukaryotic transcription via the interaction

with CPSF4,32 a protein essential for proper mRNA polyadenyla-

tion. NS1 additionally inhibits the activation of retinoic acid-

inducible gene I (RIG-I) and thus prevents the expression of anti-

viral cytokines.33 By contrast, PA-X directly degrades host

mRNA.34 The NS1 and PA-X complement each other to effec-

tively suppress the host response and promote IAV replication.35

IAV strains lacking NS1 or bearing critical NS1 mutations are

impaired in replication in vitro and attenuated in vivo,36–38 and

loss of PA-X expression has strain-dependent effect on the viru-

lence of IAV.39 Therefore, the protein synthesis machinery is one

of themain battlegrounds for viruses and hosts, and the outcome

of this struggle contributes to viral pathogenicity.

Besides regulation of protein synthesis, numerous examples

show that virus infection substantially affects protein half-life.

Intracellular processes, including protein degradation via the

ubiquitin-proteasome system (UPS) and autophagy, membrane

rearrangements, and induction of cell death through cell-intrinsic

and extrinsic pathways, affect protein stability during virus infec-

tion.40–42 The human genome contains around 600 putative E3

ligases,43 which regulate diverse cellular processes by selec-

tively targeting proteins for proteasomal or autophagolysosomal

degradation, thus allowing highly dynamic regulation of protein

abundance. For example, the signaling protein IkappaB needs

to be degraded to activate NF-kB transcription factors as a

part of the antiviral response.44 By contrast, the transcription

factor NRF2 is constantly ubiquitinated by the E3 ligase

KEAP1 for degradation but stabilized upon oxidative stress or

virus infection to initiate anti-inflammatory and antiviral re-

sponses.45–47 ISG15 is induced by IFN and, as a PTM, can inter-

fere with ubiquitination and thus alter the stability of host proteins

to promote antiviral immunity.48,49 For instance, IRF3 is ISGy-

lated during Sendai virus infection to prevent its degradation

via the UPS and sustain its activation.50 As a countermeasure,

many viruses express proteins that regulate proteasomal degra-

dation to degrade critical innate immune factors, including

IRF3,51,52 which allows viruses to escape the innate immune

response and spread efficiently.53,54 Other examples of viral pro-

teins that disrupt innate immune regulatory functions are the her-

pes simplex virus 1 (HSV-1) ICP0, a viral ubiquitin ligase that tar-

gets small ubiquitin-like modifier (SUMO)-conjugated proteins

involved in intrinsic antiviral immunity,55 and the V proteins of

paramyxoviruses, which induce degradation of STAT proteins

by assembling them into the V-dependent degradation com-

plexes with host DDB1 and CUL4A.56 Moreover, Tat protein of

human immunodeficiency viruses (HIV) can employ HDM2 to

target IRF1 for degradation.57 Apart from signal transducers, vi-

ruses can also target restriction factors, exemplified by the

degradation of APOBEC3G and BST-2 by the Vpr and Vpu pro-

teins of HIV, respectively.58,59 Therefore, protein degradation is

yet another process fiercely contested by viruses and the host.

Collectively, the protein turnover changes in virus-infected

cells are highly dynamic and often involve changes beyond the

differential expression of cellular mRNA. However, the identifica-

tion of such changes, especially in protein stability, was often

incidental or driven by specific hypotheses. Conventional omics

methods measure gene expression or protein abundance but do

not provide information on the transcript or protein stability.

Meanwhile, specialized mass spectrometry (MS) and computa-

tional analyses allow the unbiased assessment of protein turn-

over rates on a systems scale by utilizing pulsed stable isotope

labeling by amino acids in cell culture (pSILAC).60 In classical

SILAC, cells are labeled with light (SILAC-L; Lys0 Arg0), heavy

(SILAC-H; Lys8 Arg10), and medium-heavy (SILAC-M; Lys4

Arg6) amino acids and grown in different conditions. Mixtures

of these labels can be analyzed by MS, which allows relative

quantification of the same protein in the corresponding SILAC-

labeled conditions. In pSILAC, cells are initially grown in the

SILAC-L medium, which is switched to the SILAC-H medium

after a given time point (‘‘pulsed’’). The incorporation of the

SILAC-H label and simultaneous reduction of proteins with the

SILAC-L label can be used to deduce translation and degrada-

tion rates, respectively. With pSILAC, it is possible to elucidate

whether the upregulation of a protein is caused by its increased

translation or by reduced degradation, as well as to detect

changes in protein turnover rates that do not result in overall pro-

tein abundance changes. pSILAC has been successfully applied

to study fundamental biological processes, such as cell differen-

tiation61 and complex assembly.62,63 However, very few system-

level studies used pSILAC to either characterize protein

synthesis64,65 or protein synthesis and degradation66 during vi-

rus infection. One of the challenges is the analysis of the pSILAC

data, in particular, decoupling system-level protein turnover

changes due to host shutoff and cell growth inhibition from tar-

geted changes of a particular protein.

Here, we employed a pSILAC approach with two SILAC me-

dium switches (‘‘pulse’’ and ‘‘chase’’) and advanced mathemat-

ical modeling to systematically profile the protein turnover

change during the infection of IAV. We studied both the wild-

type IAV strain SC35M and its mutant with deleted NS1 protein

(IAVDNS1), which is incapable of suppressing the host ISG

response. Our analysis revealed that proteins from a wide range

of biological processes are regulated by changes in synthesis,

degradation, or the combination of both events during IAV infec-

tion, and we thus defined a group of virus-affected proteins that

change their turnover (tVAPs). Notably, while their turnover is

altered by the infection, many of the tVAPs demonstrate minimal

changes in overall abundance. The integration of tVAPs with

published IAV interactome and genome-wide functional screens

identified that IAV infection alters the turnover of many important

anti- and proviral proteins. The biological relevance of protein

turnover changes was further validated using RNAi-mediated

knockdown for selected proteins, identifying several host and
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Figure 1. Profiling protein turnover changes in IAV-infected HeLa cells with pcSILAC proteomics

(A) pcSILAC experimental procedure. HeLa cells were grown in SILAC-Lmedium, infectedwith IAV or IAVDNS1, and pulsedwith SILAC-Hmedium until 12 h post-

infection (h.p.i.), then chasedwith SILAC-Mmedium until 42 h.p.i. The sampleswere harvested every 6 h between 12 and 42 h.p.i. for mass spectrometry analysis.

(legend continued on next page)
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restriction factors for IAV. Finally, we analyzed the mechanism of

action of one restriction factor, G-patch domain, and KOW mo-

tifs-containing protein (GPKOW). We found that GPKOW influ-

ences the induction of type I IFN and, thus, the replication of

IAV and other IFN-sensitive viruses. Altogether, these results

highlight that shifts in the balance between synthesis and degra-

dation of proteins constitute a crucial aspect of virus-host inter-

action during infection.

RESULTS

Protein synthesis and degradation in IAV-infected cells
To study protein turnover in virus infection, we used a pulse-

chase SILAC (pcSILAC) metabolic labeling approach in HeLa

cells infected with IAV. HeLa cells were the model system for

multiple protein turnover studies62,67,68 as they tolerate the

switches of the growth medium well. We cultured HeLa cells in

the SILAC-L medium and exchanged (pulsed) it with the

SILAC-H medium immediately after the infection with IAV or

IAVDNS1. As a control, cells were left uninfected. The SILAC-L

signal thus reflected the degradation of proteins that existed

before the infection, while the SILAC-H signal represented pro-

teins newly synthesized after infection. 12 h post-infection

(h.p.i.), we substituted (‘‘chased’’) the SILAC-H medium with

the SILAC-M medium. After this point, the synthesis of SILAC-

H-labeled proteins stopped, and degradation became the major

factor that influences their abundance, while the newly synthe-

sized proteins incorporated the SILAC-M label (Figure 1A). We

harvested cells at 12, 18, 24, 30, 36, and 42 h.p.i. and analyzed

the protein content using liquid chromatography coupled with

tandem mass spectrometry (LC-MS/MS). Overall, we identified

7,739 proteins across all tested conditions (Table S1), of which

more than 70% were quantified across all conditions based on

label-free quantification (LFQ) values (Figures S1A and S1B).

The total intensities of proteins with each SILAC label showed

the expected distribution over time. More specifically, at 12

h.p.i., we could detect SILAC-H- and SILAC-L-labeled proteins,

and the abundance of both labels decreased over time, while the

intensity of SILAC-M-labeled proteins increased (Figure 1B). We

detected a prominent reduction of SILAC-M incorporation in

wild-type IAV-infected samples (30% vs. 60% in control experi-

ment), which is likely due to host cell shutoff by the virus69 (Fig-

ure 1B). The abundance of all detected viral proteins over time

showed the accumulated SILAC-H-labeled proteins at 12 h.p.i.

and the expected increase of SILAC-M-labeled proteins during

the infection (Figure S1C), confirming progressive infection and

specific incorporation of SILAC labels at the different experi-

mental stages. Of note, NS1 was detected with all three SILAC

labels at high intensities in the IAV infection but not IAVDNS1

(Figure 1C). The strain-specific infection was further confirmed

by the dynamics of classic antiviral proteins such as interferon-

induced protein with tetratricopeptide repeats (IFIT) 3 and

ISG15 (Figures 1C and S1D), which were abundantly expressed

as SILAC-M-labeled proteins in the IAVDNS1-infected but not

IAV-infected cells. In addition, we observed a clear signal of viral

proteins incorporating SILAC-L amino acids (Figure S1C), sug-

gesting that these amino acids were likely recycled from the

degraded SILAC-L-labeled host proteins.70–73 The intensities

of SILAC-L-labeled viral proteins at 42 h.p.i. increased up to

33-fold in comparison with the intensity at 12 h.p.i. during the

wild-type IAV infection, whichmade up 1%–8%of the newly syn-

thesized viral proteins at 42 h.p.i (Figure S1E). Amino acid recy-

cling was also prominent for certain highly expressed ISGs

(Figures 1C and S1D) in IAVDNS1-infected cells.

To analyze this highly complex dataset, we established a sta-

tistical modeling approach, which allowed us to estimate the

synthesis (s(t)) and degradation rates (d(t)) of individual proteins

over time and in each of the tested conditions (Figure 1D). This

model improved over the existing pSILAC data models6 in

several key areas: accounting for cell growth when modeling

SILAC signal, nonlinear synthesis and degradation rates dy-

namics, and amino acid recycling (see STAR Methods for de-

tails). Moreover, by conducting both pulse and chase SILAC la-

beling steps, we were able to discern the degradation rates of

proteins produced before [d0(t)] and after the infection [d1(t)].

This approach allowed us to compare protein turnover dynamics

of all 7,739 proteins in uninfected and infected conditions

(Table S2). For downstream system-level analysis, we used

the total synthesis and degradation rates of individual proteins

at each condition (si, di
0, d

i
1, where i = Mock; IAV; IAVDNS1 de-

notes the infection type) for further comparisons between infec-

tion conditions (Table S2, see STAR Methods).

To identify general patterns in the dataset, we applied the

UMAP74 method to the protein intensity profiles and grouped

proteins into 50 clusters based on the similarity of their pcSILAC

dynamics in all infections (Figure 1E; Table S1). This analysis re-

vealed a high diversity of turnover regulation and identified

subsets of proteins with common turnover dynamics and biolog-

ical functions (Figures 1E–1G). We found that cluster 18 con-

tained proteins highly expressed after virus infection, particularly

(B) Percentage of summed LFQ intensities from proteins with each SILAC label at every experimental time point.

(C) LFQ intensities of NS1 and IFIT3 proteins in individual samples. The line indicates the mean LFQ intensity of the condition, and the shaded regions represent

95% confidence intervals. n.d., not detected.

(D) The pcSILAC data analysis pipeline.

(E) Above: UMAP of the diversity of protein turnover regulation based on the intensities of all three SILAC labels in IAV, IAVDNS1, and control experiments

(Table S1, PRIDE: PXD047063). Each dot represents one protein group, and the color and numeric label represent different clusters of protein turnover dynamics.

Below: LFQ measurements and pcSILAC model estimated intensities of proteins from selected clusters with different SILAC labels in IAV, IAVDNS1, and mock-

infected cells. Dots indicate measured LFQ values from the MaxQuant output. The line indicates the modeled intensity median, and the shaded region and the

dotted line represent 50% and 95% credible intervals, respectively.

(F) Non-redundant GO biological processes enriched in UMAP clusters. Each displayed term is significantly enriched at least in one cluster (unadjusted Fisher’s

exact test [FET] p value % 10�4, indicated on the legend). Colors represent the p value in log scale (arbitrary units).

(G) Synthesis and degradation change (Ds, Dd0, and Dd1) of proteins in the UMAP between infected and mock conditions. Colors represent the direction and

magnitude of change in linear scale (arbitrary units), and the dot size represents the�log10(p value). Clusters with prominent synthesis or degradation changes are

highlighted. n = 4 independent infections for all data in this figure.
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Figure 2. Pathway analysis of tVAPs in IAV infection

tVAPs are defined as proteins with significant synthesis or/and degradation changes in IAV or IAVDNS1 infections (unadjusted p value % 0.001 based on

Bayesian modeling, |D~s| R 1, |Dd0| R 0.25, or |Dd1| R 0.25).

(A) Number of tVAPs that significantly changed synthesis, degradation, or both at the same time in IAV infection.

(legend continued on next page)
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wild-type IAV (Figures 1E and 1G; Tables S1 and S2). This cluster

contained all viral proteins and also cellular ones, for example,

CLK3, which is involved in splicing,75 and RABGAP1L, a restric-

tion factor that potentiates ISG responses against RNA viruses

and disrupts endocytosis76 (Figure S1F). Clusters 3 and 36 con-

tained proteins intensively synthesized in response to IAVDNS1

infection but not the wild-type IAV. Cluster 3 was particularly en-

riched with proteins involved in the innate immune response

(type I IFN signaling pathway, ISG15-protein conjugation, and

protein mono-ADP ribosylation), such as IFITs, oligoadenylate

synthetases (OASs), STATs, and ISG15/-20 (Figures 1E–1G

and S1D). It additionally contained other proteins, such as

COG6 and NT5E, that followed a similar expression pattern but

were not classical ISGs (Figure S1G).

We could also identify clusters with infection-dependent

changes in degradation (Figures 1E and 1G; Tables S1 and

S2). However, unlike protein synthesis, degradation changes

were common for IAV and IAVDNS1 infections. The degradation

rates of proteins existing before infection (d0) and synthesized af-

ter infection (d1) mostly changed in the same direction, with

some differences in the magnitude (Figure S1H; Table S2). Pro-

teins increasingly degraded during infection were primarily

enriched in clusters 5, 31, and 32 (Figures 1E and 1G). These pro-

teins were mostly associated with basic cellular functions such

as cytoplasmic translation, metabolism, and intracellular trans-

port (Figures 1E and 1F). Cluster 5 contained 42 of the 82 de-

tected ribosomal proteins, and most of the remaining subunits

were distributed among clusters 21, 22, 28, and 32 (Figure S1I).

This coordinated degradation behavior may be explained by

IAV-induced autophagosome targeting of the ribosome.77 Con-

trary to the general trend, two ribosomal proteins (RPL7L1 and

RPS27) localized to cluster 35 and were stabilized (i.e., their

degradation was slowed down) (Figures S1I and S1J), suggest-

ing a special role during IAV infection. Clusters 31 and 32 con-

tained proteins relevant tometabolism, such asmonosaccharide

metabolic process, aerobic respiration, and sterol biosynthesis,

all of which are modified and proven crucial during IAV infec-

tion.78–81 Meanwhile, clusters 4, 35, 43, and 48 contained pro-

teins stabilized upon infection (Figures 1E and 1G). In summary,

besides recapitulating the expected regulation of protein synthe-

sis elicited by IAV infection, our analysis of the pcSILAC data re-

vealed other processes regulated by protein stabilization and

degradation. Many proteins with similar turnover changes had

similar biological functions, indicating the existence of coordi-

nated processes.

IAV induces the alteration of protein turnover on the
pathway level
The pcSILAC data revealed complex dynamics of protein turn-

over after IAV infection. Overall, the effect of the wild-type IAV vi-

rus was more prominent than that of the NS1-deleted strain, as

reflected by the number of statistically significant (p value %

0.001) infection-mediated changes in synthesis or degradation

(Figure S2A). The total synthesis of proteins in the IAV-infected

condition was much lower than in mock- or IAVDNS1-infected

cells. Most of these changes were likely due to the IAV-induced

host shutoff (Figures 1B and 1G), differences in virus propagation

(Figure S1C), and the role of NS1 in these processes.32,82 To

identify proteins specifically regulated within infected cells

beyond the general trend, we corrected the synthesis rates (~s)

with respect to theirmedian values in each condition (Figure S2A,

STAR Methods). We further applied cutoffs to the magnitude

of the corrected rate changes (jD~sjR1, jDd0jR 0:25, and

jDd1jR0:25) to identify changes of higher biological relevance.

Altogether, IAV and IAVDNS1 infections significantly affected

the turnover of 1,798 proteins, which we termed tVAPs (virus-

affected proteins with turnover changes) (Figures 2A and S2B;

Table S2). Over one-third of the changes overlapped between

the two infections (Figure S2C). For IAV, we could identify

356 proteins with increased and 422 proteins with reduced syn-

thesis rates, as well as 166 and 460 proteins with increased or

reduced degradation (d0) rates, respectively. For several tVAPs,

increased synthesis was combined with stabilization, or vice

versa, reduced synthesis was combined with faster degradation,

resulting in synergistic effects on protein abundance. Prominent

examples of tVAPs with such behavior are NDUFA7 and CSPG4

during both IAV and IAVDNS1 infections (Figure S2D). A subset

of tVAPs exhibited a simultaneous increase in synthesis and

degradation, such as TRIM25 after IAVDNS1 infection, or a

decrease in synthesis and degradation, such as DDX56 after

both IAV and IAVDNS1 infections (Figure S2D). Such dynamics

minimally affects the overall abundance of these tVAPs, but

the change in turnover ratesmay indicate relevance for the infec-

tion. Notably, both TRIM25 and DDX56 have been described as

being involved in antiviral immunity.83,84 To validate the protein

turnover changes derived from our model, we performed a pulse

experiment using azidohomoalanine (AHA)/methionine as the

metabolic labels. First, L-AHA is incorporated into newly gener-

ated proteins instead of methionine by culturing the cells in AHA-

containing medium, and, after medium exchange to methionine-

containing medium, the abundance of the AHA label in proteins

reflects the stability of the protein. In this experimental setup, the

cells were first labeledwith L-AHA, and pulsedwithmedium con-

taining methionine immediately after IAV infection. The AHA-

labeled proteins were then precipitated at 12, 24, and 36 h.p.i.,

and the abundance of specific proteins was probed by western

blotting. We could confirm that the protein CSPG4 was more

degraded in IAV-infected cells as compared with controls. Simi-

larly, we found reduced degradation for STAT1 and IFITM3 in in-

fected vs. uninfected cells. In addition, this approach faithfully

recapitulated recycling of amino acids for the production of viral

proteins, which we also saw in the SILAC-pulse-chase data

(Figure S2E).

To identify pathways affected by protein turnover, we applied

gene set enrichment analysis to tVAPs grouped by their synthe-

sis and degradation changes. In general, IAV and IAVDNS1 in-

fections affected similar pathways distinctively regulated by syn-

thesis and degradation (Figure 2B; Table S2). For example,

(B) Non-redundant GO biological processes enriched in tVAPs with up- or down-regulated synthesis or degradation rates during IAV or IAVDNS1 infections

(unadjusted FET p value % 0.001, indicated on the legend). Colors represent the p value in log scale (arbitrary units).

(C) Gene set expression analysis of tVAPs with significant d0 changes in IAV infection via ReactomeGSA. Reactome pathways significantly enriched in each

cluster were shown (false discovery rate [FDR] % 0.001). Colors represent the direction and magnitude of d0 change in linear scale (arbitrary units).
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proteins of mitotic spindle organization were regulated by both

reduced degradation and synthesis, whereas proteins that nega-

tively regulate gene expression via methylation were mostly less

synthesized. Many proteins involved in cytoplasmic translation

were more degraded, but the proteins involved in the maturation

of large and small subunit ribosomal ribonucleic acid (LSU and

SSU rRNA) were stabilized, particularly those produced after

the infection (Dd1 < 0). We found that many biological processes

previously described to be affected by IAV infection are regu-

lated by protein stabilization or degradation. For instance, the

importin subunits involved in viral penetration into the host nu-

cleus (KPNA2/3/6) were stabilized (Figure 2B; Table S2), and

KPNA2/3/6 are crucial for IAV replication in different host spe-

cies.85–87 Similarly, the solute carrier proteins involved in gluta-

mine import (SLC1A5, SLC38A2, and SLC38A5) were stabilized,

potentially explaining a previous report on the increased gluta-

mine uptake by IAV-infected cells.88 Although an RNA virus,

IAV also relies on the components of host DNA replication ma-

chinery to replicate its genome,89 which may be reflected by

the stabilization of proteins involved in DNA strand elongation.

In addition, some pathways were specifically regulated by IAV

or IAVDNS1 infection. As expected, many ISGs were synthe-

sized after IAVDNS1 but not after IAV infection, in line with the

known immune-suppressive function of NS1.90,91 Conversely,

in IAV infection, but not when infecting with IAVDNS1, many pro-

teins participating in oxidative phosphorylation (ATP synthesis

coupled electron transport) maintained high synthesis rates.

This agrees with previously observed differential expression of

these genes in IAV- and IAVDNS1-infected cells69,92 and sug-

gests that NS1 is relevant for ensuring energy production during

IAV infection. We could also observe virus-specific pathway

perturbation through altered protein degradation. For example,

IAV infection led to increased degradation of eIF3 complex sub-

units (EIF3A/B/D/L) associated with viral translational termina-

tion reinitiation, as well as a complex regulation of spliceosome

complex subunits (eight more degraded and nine stabilized) (Fig-

ure 2B; Table S2).

We noticed that some tVAPs involved in the same biological

process were regulated in opposite directions. To systematically

identify regulatory processes with heterogeneous turnover

changes, we used another gene set enrichment method

(ReactomeGSA93) that enabled us to assess the magnitude

and direction of degradation changes (Dd0) of tVAPs that be-

longed to the same pathway (Figures 2C and S2F; Table S2).

This analysis revealed the regulation of individual tVAPs that

behaved differently from the general trend of their protein com-

plex or process. For instance, while many proteins involved in

oxidative phosphorylation were stabilized, the subunit NDUFS6

was more degraded. Unlike the cytosolic ribosome, the stability

of the mitochondrial ribosomal subunits was mostly unaffected

or even improved, which may partially explain the minimally

affected translation of the electron transport chain proteins (Fig-

ure 2B). However, a single component of the large subunit,

MRPL4, was increasingly degraded. Proteins involved in Golgi-

ER transport were stabilized, except TMED2, which was

degraded. TMED2 has been reported to have an antiviral func-

tion in a knockdown screen of IAV interactors.94 It was further

identified to facilitate STING activation,95 which plays an impor-

tant role in controlling IAV propagation.96 These results demon-

strate that IAV infection profoundly perturbs cellular pathways by

modulating protein synthesis, degradation, or both. Moreover,

the discordant regulation of individual complex members may

indicate specific viral targeting of key proteins that are relevant

for the activity of the respective protein complex or an adaptation

of the cell to the infection.

Altered stability of cellular proteins interacting with IAV
To elucidate regulatory principles causing the differential turn-

over of tVAPs during IAV infection, we first intersected our data

with reported PPIs of IAV proteins from five independent

studies94,97–100 (Table S3). Among the 1,414 tVAPs induced by

IAV infection, 566 were reported interactors of IAV proteins (Fig-

ure 3A; Table S3). Within these 566 tVAPs, there was a striking

overrepresentation of proteins with altered degradation (Fig-

ure 3B). In addition, proteins that changed degradation rates

during IAV infection were significantly enriched for interactors

of IAV proteins (Figure 3C). Conversely, tVAPs that have not

been reported as IAV interactors showed a profound overrepre-

sentation of proteins with changed synthesis rates (Figure 3B),

and there was no significant enrichment of IAV-interacting pro-

teins among proteins changing synthesis in IAV infection (Fig-

ure 3C). The above observation shows that interactions between

viral and cellular proteins will likely affect their half-life in in-

fected cells.

To investigate the functional relevance of the IAV-interacting

tVAPs, we projected turnover changes during IAV infection

onto a network of viral-host protein interactions (Figure S3A).

As expected (Figures 3A–3C), this network is enriched for pro-

teins with changes in degradation (343 proteins, blue nodes),

while a smaller portion (216 proteins, red nodes) demonstrate

altered synthesis (Figure S3A). The simultaneous binding and

regulation of protein synthesis could have pronounced effects

on the affected pathways. For example, IAV has been reported

to arrest the cell cycle at G0/G1 to facilitate its replication.101,102

Indeed, some IAV interactors with suppressed synthesis partic-

ipate in the G2/M phase checkpoint (FANCI, INTS3, and

KNTC1),103–105 mitosis (ANAPC7, CKAP5, NCAPG, SMC4,

TOP2A, TOP2B, and USP9X)106–110 or G1 arrest (WDR6),111

while GADD45GIP1, an inhibitor of the G1 to S progression,112

was more synthesized (Figure S3B; Table S3). Seven of these

differentially synthesized cell-cycle proteins have been identified

more than once as interactors with the M2 protein. M2 also inter-

acts with SPTLC1, a subunit of the serine palmitoyltransferase

complex involved in de novo ceramide biosynthesis that sup-

presses IAV replication.113 The downregulation of SPTLC1 syn-

thesis and its interaction withM2may thus synergistically reduce

ceramide production to promote IAV replication. Another M2 in-

teractor, TMX3, was minimally affected by the host shutoff.

TMX3 catalyzes the formation of disulfide bonds114 critical for

the stability of the M2 channels,115 which may explain its pre-

served synthesis during IAV infection.

Among the IAV interactors with altered degradation rates,

many have critical functions in the replication cycle of the virus

(Figures 3D–3F). For example, tVAPs involved in nucleocytoplas-

mic transport have been identified as IAV interactors by several

studies.94,97–100 Among them, the nuclear pore complex (NPC)

proteins were commonly found to interact with M2, and the pro-

teins of the NPC inner ring (NUP205, NUP188, and NUP155)
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Figure 3. Integration of IAV-induced turnover changes and IAV host-virus interactome

(A) The overlap between tVAPs identified in IAV infection in our study and IAV interactors from five published studies.94,97–100

(B) Percentage of proteins with significant synthesis or degradation changes among tVAPs from IAV infection that are IAV interactors and not IAV interactors.

(C) Enrichment of IAV interactors among tVAPs with synthesis or degradation changes during IAV infection. FET p values are displayed.

(D–F) tVAPs and IAV interactors that participate in host pathways important for IAV replication. The color of the protein indicates the type (D~s or Dd0) and

magnitude of change in linear scale (arbitrary units), and the border (with/without) indicates the direction of change during IAV infection in our study. The shape

and size of the protein indicate the number of reported independent identifications of a host protein as an interactor of a viral protein. When multiple viral in-

teractors of the host protein are shown, the most identified interaction pair determines the size of the circle. In general, only protein-protein interactions with more

than one identification are displayed unless the host interactor is also a tVAP or the viral protein has other confident interactions within the depicted host pathway.

(D) tVAPs and IAV interactors involved in nucleocytoplasmic transport. The nuclear pore complex was created in BioRender. Pichlmair (2024), BioRender.com/

o33o378.

(E) tVAPs and IAV interactors involved in splicing.

(F) tVAPs and IAV interactors involved in viral RNA replication.
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were particularly stabilized (Figure 3D). Notably, NUP205 is also

a host factor for IAV.116,117 Moreover, among all the IAV-interact-

ing importins and exportins, several importin-a proteins (KPNA1/

2/3/6) were stabilized. The meta-analysis also highlighted other

IAV-interacting tVAPs involved in viral RNA replication (Fig-

ure 3F), such as subunits (PPP6C, PPP6R3) of the protein phos-

phatase 6118 and POLR2A and POLR2B119 of the RNA polymer-

ase II. Furthermore, our analysis revealed extensive interaction

between viral proteins and tVAPs of host splicingmachinery (Fig-

ure 3E). IAV relies on the host splicingmachinery to produce NS2

and M2120 and, in return, influences the splicing of host genes in

favor of its own replication.121,122 Within the spliceosome, sub-

units of U1 and U2 were identified as both tVAPs and IAV inter-

actors. This may reflect the pivotal role of U1 and U2 in intron

definition123 and IAV’s preference for U1 and U2 snRNAs as

cap-snatching sources.124 In particular, NP alone interacted

with most of the serine/arginine-rich splicing factors (SRSFs)

and their kinase (SRPK1), among which SRSF2/5/7/9 and

SRPK1 are tVAPs, and SRSF5 was shown to mediate the

splicing of the M gene.125

In summary, we found that host protein stability in IAV-infected

cells was likely influenced by its ability to interact with viral pro-

teins. Notably, among tVAPs that are differentially stabilized or

degraded, many have known viral protein interactors and are

involved in the replication cycle of IAV. Therefore, we expect

additional yet uncharacterized host and restriction factors for

IAV among the tVAPs identified during IAV infection.

Loss-of-function analysis identifies additional IAV host
and restriction factors
In order to globally assess the functional importance of tVAPs,

we further intersected our data with ten published genome-

wide screens for IAV host and restriction factors116,126–134 (Fig-

ure S4A; Table S3). Both the anti- and proviral proteins exhibited

diverse turnover alterations in our pcSILAC data. tVAPs chang-

ing degradation rates, but not synthesis rates, were enriched in

factors influencing IAV propagation (Fisher’s exact test [FET]

p value = 4.4 3 10�4 and 1, respectively). For example, the

IFN-stimulated protein IFITM3, a well-described IAV restriction

factor,126 was stabilized upon infection, while its synthesis

rates did not change significantly (Figure S2E). This phenotype

may reflect the general inhibition of the ISG response by

IAV90,135,136 and aligns with the stabilization of IFITM3 in other vi-

rus infections due to reduced lysosomal degradation.137 Mem-

bers of the U2 small nuclear ribonucleoprotein particle (snRNP)

complex like SF3A1, SF3B1, and SF3B2 were identified to be

proviral, likely reflecting the important role of U2 during splicing

of the viral RNA and as the cap donor during IAV mRNA synthe-

sis.124 Our analysis showed that SF3A1 was more degraded,

while SF3B1 and SF3B2 were stabilized in IAV-infected cells.

SF3B1 and SF3B2 were shown to interact with several IAV pro-

teins in previous studies94,97,99 (Figure 3E). Some proteins likely

involved in IAV entry also changed synthesis or degradation,

such as GNE, a regulator of N-acetylneuraminic acid synthe-

sis,138 and ATP6V1H, a subunit of the vacuolar ATPases.139

The intersection between protein turnover change and previous

functional studies further supported the notion that a change in

protein turnover may indicate the protein’s functional involve-

ment during IAV infection.

To gain further insight into the role of tVAPs in IAV replication,

we performed two small interfering RNA (siRNA)-mediated knock-

down screens in HeLa cells for 28 tVAPs with diverse turnover dy-

namics after IAV and/or IAVDNS1 infection (Figure 4A; Table S4).

Additionally, we included two known pro- and anti-IAV factors,

LGALS3BP140 and JAK1,135,141 and non-targeting (scrambled)

siRNAs as controls. The control proviral factor LGALS3BP was

also stabilized during IAV infection. We confirmed that the deple-

tion of the individual proteins did not affect cell viability for most of

the targets, apart from BAG3 and SQSTM1 (Figure S4B). We then

used an IAV-Renilla reporter virus in the first screen, where the re-

porter signal reflects the propagation of the virus, to assess the ef-

fect of the candidates’ knockdowns on virus growth. As ex-

pected,140 compared with non-targeting controls, LGALS3BP

depletion reduced, while the knockdown of JAK1 increased the

Renilla signal, thus confirming the effective knockdown approach

and expected behavior of controls in this system (Figures 4B and

S4C). In total, we found that 10 of the 28 tested tVAPs significantly

changed the Renilla signal (Figures 4B and S4C, adjusted p value

% 0.05, Welch’s t test). We further employed an IAV mini-replicon

system (based on the strainWSN) in the second screen,where the

Firefly signal correlates with the replication of viral RNA. In this

system, 14 proteins were found to be pro or antiviral (Figures 4B

and S4C, |log2 FC| R 0.5 in at least two biological replicates).

Since the replicon system only measures viral RNA replication,

tVAP knockdown solely significant in the reporter virus screen

but not the replicon screen suggests the role of this tVAP in virus

entry or egress (e.g., PRKCI, PARP14, SLC30A1, GLG1, and

YBX3). The knockdowns of GRB2 and STAT6 induced opposite

phenotypes in the IAV-Renilla infection and the IAV-mini-replicon

screens, underlining their potential differential involvement at

various stages of viral life cycles. In addition, the knockdown of

STAT3 and CLIC4 decreased the mini-replicon-driven luciferase

signals, and the knockdown of GPKOW consistently increased

the luciferase activity in both assays (Figures 4B and S4C). Among

them, the turnover changes of STAT3 synergistically reduced its

total abundance (Figure S4D), whereas, for CLIC4 and GPKOW,

their total abundances barely changed during IAV infection

(Figures 5A and S4E). In brief, the intersection with genome-

wide siRNA screens and our loss-of-function experiments

confirmed that alteration of turnover during IAV infection is an indi-

cation that a protein is likely an IAV host or restriction factor.

GPKOW—An antiviral immune modulator
In addition to the two knockdown screens, we could

further confirm the antiviral phenotype of a splicing factor

GPKOW142,143 in lung-derived A549 cells (Figures S4F and

S4G). While the IAV infection significantly slowed down the turn-

over of GPKOW, it had very little effect on GPKOW’s total abun-

dance (Figure 5A). Such a protein would not be revealed if only

the absolute protein abundance is measured. To explore the un-

derlying antiviral mechanism of GPKOW, we first compared the

proteome of siRNA-mediated GPKOW knockdown to the control

scrambled siRNA-treated HeLa cells during IAV-Renilla infection.

Among 5,986 proteins quantified by LC-MS/MS, 316 showed dif-

ferential expression (Figures S5A and S5B; Table S5). GPKOW

was significantly downregulated in the GPKOW knockdown sam-

ples, confirming successful gene depletion. Moreover, we identi-

fied the downregulation of many proteins involved in antiviral
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immunity (Figure S5B, blue). Particularly notable was the reduced

expression of several viral restriction factors (e.g., IFITs, EIF2AK2/

PKR, and OASs) and innate immunity signaling molecules (STAT1

and IRF3). To confirm this phenotype and to clarify whether

GPKOW is specifically required to mount an innate immune

response, we further generated GPKOW knockdown cells using

CRISPR-Cas9-mediated gene disruption in A549 cells. We then

treated the GPKOW knockdown and control cells with either tri-

phosphorylated dsRNA (PPP-RNA), a synthetic RIG-I agonist, or

recombinant IFN-a, and subjected the samples for LC-MS/MS

analysis, where 6,954 proteins were quantified (Figures 5B and

S5C–S5E; Table S5). In control cells, both PPP-RNA and IFN-a

induced strong expression of known ISGs and other proteins

involved in antiviral immunity (Figure S5D). Notably, most protein

expression changes identified in infected GPKOW knockdown

cells were recapitulated upon PPP-RNA-, but not IFN-a-stimu-

lated GPKOW knockdown cells (Figures 5B and S5E), indicating

that GPKOW is relevant for the activation of the innate immune

system. GPKOW knockdown further suppressed the production

of IFN-a upon PPP-RNA stimulation (Figure 5C). Since the

GPKOW depletion appeared to affect the activation of innate im-

mune responses, we investigated its general relevance for other

virus infections. We infected CRISPR-Cas9-mediated GPKOW

knockdown cells with recombinant SFV expressing mCherry or

VACV expressing GFP and monitored virus growth using live-

cell imaging over 72 h (Figures 5D and S5F). The SFV-mCherry

signal was significantly increased in GPKOW knockdown

compared with control cells (Figure 5D, left). A similar effect of

GPKOW depletion can be observed in VACV-GFP signal as

compared with controls (Figure 5D, right). Altogether, our data

characterized GPKOWas a co-factor to induce innate immune re-

sponses, but it is likely dispensable for signaling downstream of

IFN-a. Moreover, GPKOW has a prominent antiviral function

against different viruses, which could be explained by its role as

an immune modulator (Figure 5E).

DISCUSSION

Here, we employed pcSILAC MS and advanced statistical

modeling to track the synthesis and degradation of thousands
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of proteins during IAV infection. Our analysis of this yet largely

unexplored aspect of virus-host interaction has revealed hun-

dreds of tVAPs (Figures 2A and S2B; Table S2). These tVAPs

were enriched in a wide range of biological pathways

(Figures 2B and 2C), some of which are known to be modified

by IAV replication. Many tVAPs with altered stability are known

interactors of IAV proteins (Figure 3) or have pro- or anti-IAV roles

in published studies and our loss-of-function analysis (Figures 4

and S4). Collectively, these findings highlight the biological

importance of tVAPs in IAV infection.

Among the numerous alterations of protein turnover, IAV infec-

tion prominently changed degradation rates of a large number of

proteins that are involved in splicing,121,122 translation,144,145 cell

cycle,101,102 and energy production.146–148 The affected pro-

cesses often involve the formation of large protein complexes.

In our data, we observed both concordant and discordant turn-

over regulations of protein complex subunits, which may reflect

the modulation of protein complex composition, structure, and

function (Figures 2C and S2F; Tables S2 and S3). For example,

8 of the 13 subunits of the eIF3 complex involved in translation

initiation were more degraded, and we observed coordinated

degradation of cytosolic ribosomal subunits during IAV infection

(Figures 1E, S1I, 2B, 2C, and S2F; Table S2). Further experi-

ments are required to clarify whether the stability changes of

the cytosolic translation machinery are a part of the cellular de-

fense or, on the contrary, contribute to the preferential transla-

tion of the viral mRNAs. By contrast, themitochondrial ribosomal

subunits were mostly unaffected or even stabilized in our anal-

ysis (Figures 2C and S2F; Table S2). The opposite turnover regu-

lation of mitochondrial ribosomesmay help maintain the produc-

tion of essential components of the respiratory chain149 and

ensure continuous activity of the oxidative phosphorylation

pathway, which IAV requires for efficient propagation.69 Apart

from the changes in the translation machinery that may affect

protein synthesis, we also identified tVAPs from the major pro-

tein degradation pathways.150 The immunoproteasome subunits

PSMB8, 9, and 10 were specifically more synthesized in

IAVDNS1-infected cells (Table S2), as expected from the active

IFN signaling.151 PSMA3, PSMB4, and PSMB5, members of

the 20S proteasome core, were more degraded after IAV infec-

tion, while the rest of the conventional 20S core showed no sig-

nificant changes (Figure S2E). This differential degradation of

specific subunits may indicate the reshaping of the proteasome

or result from their involvement in additional functions outside of

the proteasome. PSMB4 was found to directly interact with the

NS1 protein of IAV and to target it for proteasome-independent

degradation.152 It may be that PSMA3 or PSMB5 are similarly

involved in the degradation of specific viral proteins. The

changes in the abovementioned cellular processes will likely, in

return, affect the turnover of other cellular and even viral proteins.

The regulation of tVAPs may be a cell-intrinsic function or be

due to direct virus engagement. Indeed, we found that tVAPs

with changed stability during infection were highly enriched for in-

teractors of viral proteins (Figures 3B and 3C), andmany IAV-inter-

acting tVAPs are involved in cellular processes important for the

viral life cycle (Figures 3D–3F). For example, our analysis revealed

the increased stability of the catalytic core of protein phosphatase

6 (PPP6C) and one of its regulatory subunits (PPP6R3) during IAV

infection (Figure 3F). These two proteins were previously reported

to interact with PB1 and PB2 and are crucial for viral RNA replica-

tion.118 PB1 and PB2 also interact with the two largest subunits of

Pol II that together form the polymerase active center; POLR2A

was more stabilized, while POLR2B was more degraded (Fig-

ure 3E). IAV has been shown to degrade Pol II via interaction

with its own polymerase selectively based on the phosphorylation

status of the POLR2A.153,154 At the same time, IAV also relies on

Pol II for its replication, as the IAV RNA-dependent RNA polymer-

ase (RdRP) binding to phosphorylated Pol II promotes the initia-

tion of viral transcription and cap-snatching.119 Nucleocytoplas-

mic transport machinery is another cellular entity required for

the IAV life cycle. We found many tVAPs among components of

the NPC stabilized by IAV infection, particularly of the NPC inner

ring. The matrix protein M2, but not the components of the

vRNP, was the only viral protein with cross-validated interaction

with tVAPs in NPC (Figure 3D). IAV proteins also interact exten-

sively with the nuclear import and export proteins. We found

that the stability of importin a proteins was improved in IAV-in-

fected cells, in line with the importance of importin a family

members for IAV host adaptation as well as its genome replica-

tion.87,155–157 By contrast, importin b familymembers also interact

with IAV proteins but are mostly unchanged in their turnover rates

(Figure 3D). The differential effects of viral protein binding on

the stability of cellular proteins may reflect different involvement

of these proteins in the virus life cycle. For instance, both

KPNA694,98–100 and IPO594,97,99,100 were identified as IAV interac-

tors by several studies. KPNA6 was strongly stabilized, and apart

from its function in nuclear import, it was additionally found to form

a complex with the viral ribonucleoprotein and the host factor

ANP32 to maintain the activity of IAV RdRP.157 However, the sta-

bility of IPO5was not changedby IAV infection, and itwas found to

transiently transport the PB1-PA into the nucleus and is released

from its interaction with PB1 by RanGTP inside the nucleus,

allowing further binding of PB2 to the PB1-PA, forming the com-

plete viral RdRP.158

tVAPs were enriched in host and restriction factors. When in-

tersecting our data with published genome-wide screens, we

found a highly significant enrichment of known host and restric-

tion factors among the tVAPs with altered stability (Figure S4A;

Table S4). Therefore, we hypothesized that the subset of tVAPs,

which has not been associated with viral growth regulation,

would contain many proteins relevant to IAV replication or re-

striction. Indeed, we discovered the pro- and antiviral functions

of numerous tVAPs in loss-of-function analyses (Figure 4;

Table S5). In particular, we identified CLIC4 and GPKOW as

strong host and restriction factors, respectively. Notably, the ad-

ditive effect of their turnover changes resulted in little change in

the total abundance of these proteins in IAV infection, and their

involvement in antiviral responses was only indicated by their

turnover change (Figures 5A and S4E; Table S1). This demon-

strates the importance of studying protein turnover to identify

relevant virus-host relationships. CLIC4, a chloride channel

found on cell surface and mitochondrial membranes, was iden-

tified as an interactor of IAV proteins94 and a host factor for

IAV in other studies.98,116 Upon stress inducers like tumor necro-

sis factor alpha (TNF-a), DNA damage, or translation inhibition, it

quickly translocates to the nucleus and promotes apoptosis.159

It is tempting to speculate that IAV infection may induce the

same translocation of CLIC4. Our study further focused on the
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role of GPKOW, a splicing factor142,143 with an unknown role in

virus infections so far. IAV hijacks and influences the host-

splicing machinery to produce its own proteins and restricts

the production of host antiviral factors,120,122 and we identified

many components of the host-splicing machinery as tVAPs (Fig-

ure 3F). It is, therefore, expected that many splicing factors are

host factors for IAV.120 However, the knockdown of GPKOW

increased the reporter signals from IAV-Renilla and IAV-lucif-

erase mini-replicon assays (Figures 4B, S4C, and S4F), and

the same effect can be observed for other reporter viruses

(Figure 5D). We found that this is likely due to the inhibited

ISG response in cells with reduced GPKOW expression

(Figures 5B, S5B, and S5E) and further pinpointed GPKOW’s

role upstream of IFN induction (Figures 5B, 5C, 5E, and S5E).

The GPKOW homolog in plants, MOS2, contributes to plant

innate immunity via the splicing of SNC1, a plant resistance pro-

tein, and the production of miRNA.160,161 Therefore, GPKOW

may act as a general guardian of cell homeostasis, and the effect

of its disturbed function during virus infection may contribute to

the immune response.162

In summary, our profiling of protein turnover during IAV infec-

tion revealed high functional relevance of the proteins with

changing turnover, particularly degradation. We further demon-

strated the potential effect of viral-host PPI on protein stability.

Our study highlighted protein turnover as a previously under-

appreciated layer of virus-host interaction, from which the rich

information will enable us to uncover host defense mechanisms

and viral immune evasion strategies and thus facilitate the future

development of antiviral therapies.
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STAR+METHODS

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

NG2/CSPG4 (E3B3G) XP� Rabbit mAb Cell Signaling Cat#43916; RRID:AB_3086773

STAT1 Rabbit pAb Cell Signaling Cat#9172; RRID:AB_2198300

IFITM3 Rabbit pAb Proteintech Cat#11714-1-AP; RRID:AB_2295684

Anti-Influenza A Goat pAb Millipore Cat#AB1074; RRID:AB_90475

GAPDH(3E12) Mouse mAb Bioss USA Cat#bsm-0978M; RRID:AB_10860217

GPKOW Rabbit pAb Invitrogen Cat#PA5-31000; RRID:AB_2548474

beta Actin Antibody (C4) Mouse mAb HRP Santa Cruz Cat#sc-47778 HRP; RRID:AB_2714189

Donkey anti-Goat IgG (H+L) Secondary

Antibody, HRP

Invitrogen Cat#PA1-28664; RRID:AB_10990162

Horse Anti-mouse IgG, HRP-linked Antibody Cell Signaling Cat#7076; RRID:AB_330924

Goat Anti-Rabbit Immunoglobulins/HRP Dako Cat#P0448; RRID:AB_2617138

Bacterial and virus strains

IAV (Strain: SC35M) Martin Schwemmle164 (University of

Freiburg, Germany)

N/A

IAVDNS1 (Strain: SC35M) Martin Schwemmle164 (University of

Freiburg, Germany)

N/A

IAV Renilla (SC35M NS1_2A_Renilla_2A_NEP) Peter Reuther165 (University of Basel,

Switzerland)

N/A

SFV-mCherry Andres Merits (University Tartu, Estonia) N/A

VACV-V300-GFP Joachim Bugert (Bundeswehr Institute

of Microbiology, Germany)

N/A

Chemicals, peptides, and recombinant proteins

DMEM (high glucose) Sigma-Aldrich Cat#D6429

FBS Sigma-Aldrich Cat#F7524

Penicillin-Streptomycin Sigma-Aldrich Cat#P4333

DMEM for SILAC Thermo Scientific Cat#88364

Fetal Bovine Serum, dialyzed, US origin Gibco Cat#26400044

Arg0 (unlabeled L-Arginine hydrochloride powder) Silantes Cat#201004102

Lys0 (unlabeled L-Lysine hydrochloride powder) Silantes Cat#211004102

Arg10 (13C 15N L-Arginine hydrochloride powder) Silantes Cat#201604102

Lys8 (13C 15N L-Lysine hydrochloride powder) Silantes Cat#211604102

Arg6 (13C L-Arginine hydrochloride powder) Silantes Cat#201204102

Lys4 (2H 4, 4, 5, 5-D4-L-Lysine

dihydrochloride powder)

Silantes Cat#211104113

DMEM (high glucose, no glutamine,

no methionine, no cystine)

Gibco Cat#21013024

L-AHA Jena Cat#CLK-AA005

Recombinant human IFN-a Peter St€aheli (University of

Freiburg, Germany)

N/A

Metafectene Pro Biontex Cat#T040

Resazurin Sigma-Aldrich Cat#R7017

Opti-MEM I Reduced-Serum Medium Gibco Cat#31985062

Biotin-PEG4-alkyne Sigma-Aldrich Cat#764213

Strep-Tactin� Sepharose� resin IBA Cat#2-1201-002

Lysyl Endopeptidase, Mass Spectrometry

Grade (Lys-C)

FUJIFILM Wako Chemicals Cat#12505061

(Continued on next page)
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

Sequencing Grade Modified Trypsin Promega Cat#V5113

C18 Empore filter discs Supelco Cat#66883-U

ReproSil-Pur 120 C18-AQ, 1.9 mm Dr. Maisch GmbH Cat#r119.aq.

Critical commercial assays

Dual-Luciferase Reporter assay Promega Cat#E1960

Click-iT� Protein Reaction Buffer Kit Invitrogen Cat#C10276

Deposited data

human proteome Uniprot Taxon ID 9606

IAV H7N7 proteins Uniprot Taxon ID 384493

Gene Ontology and Reactome databases http://download.baderlab.org/

EM_Genesets/August_08_2023/

Human/UniProt/

N/A

Protein turnover dynamics of

IAV-infected HeLa cells

PRIDE PRIDE: PXD047063

Proteome of GPKOW depleted cells with

IAV infection, IFN or PPP-RNA treatment

PRIDE PRIDE: PXD047060

Experimental models: Cell lines

HeLa S3 ATCC CCL-2.2

A549 Georg Kochs (University of

Freiburg, Germany)

N/A

293T-Mx1-PLuc Haas et al.166 N/A

Oligonucleotides

PPP-RNA (IVT4) Produced in house according

to Goldeck et al.167
N/A

siRNAs Qiagen or Dharmacon, see Table S4 N/A

gRNAs This study, see Table S5 N/A

Recombinant DNA

WSN mini-replicon system168 Georg Kochs168 (University of

Freiburg, Germany)

N/A

EF1a-Ren reporter plasmid Engin G€urlevik (Hannover

Medical School, Germany)

N/A

Software and algorithms

IncuCyte S3 Software, version 2020C rev1 Essen Bioscience N/A

ImageLab (v 6.0) Bio-Rad N/A

MaxQuant version 1.6.0.15/2.4.8.0 Tyanova et al.169 N/A

Cytoscape (v3.9.1) Shannon et al.170 N/A

pcSILAC model and analysis This study https://doi.org/10.5281/zenodo.10231157

msglm This study https://doi.org/10.5281/zenodo.7752068

msimportr This study https://doi.org/10.5281/zenodo.7746897

OptEnrichSetCover This study https://doi.org/10.5281/zenodo.4536596

package dependencies for the analysis of

this manuscript

This study https://doi.org/10.5281/zenodo.7752673

Other

IncuCyte S3 Live-Cell Analysis System Essen Bioscience N/A

Q Exactive HF mass spectrometer Thermo Fisher Scientific N/A

EASY-nLC 1200 system Thermo Fisher Scientific N/A

The protein turnover atlas (interactive homepage

containing data from this study)

This study pulsechase.innatelab.org
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

HeLa S3,171 A549140 and 293T-Mx1-PLuc (HEK293T stably expressing the firefly luciferase gene under the control of the mouseMx1

promoter)166 cells have been described previously. If not specified, the cells were cultured in normal culture medium, which is DMEM

(high glucose) supplemented with 10% (v/v) FBS and antibiotics (100 U/ml penicillin, 100 mg/ml streptomycin). The SILAC -L, -H and

-M medium was prepared by supplementing DMEM for SILAC with 10% dialyzed FBS, antibiotics (100 U/ml penicillin, 100 mg/ml

streptomycin) and 0.8 mM and 0.4 mM of Lys and Arg with the respective weight (L: Lys0, Arg0; H: Lys8 (L-lysine-13C6
15N2),

Arg10 (L-arginine-13C6
15N4); M: Lys4 (L-lysine-D4), Arg6 (L-arginine-13C6)). The depletion medium for AHA-labeling was prepared

by supplementing DMEM (high glucose, no glutamine, no methionine, no cystine, Gibco) with glutamine and cystine, and dialyzed

FBS and antibiotics to the same concentration as normal DMEM (high glucose). The AHA-labeling medium was prepared by supple-

menting the depletion medium further with L-AHA at 0.1 mM.

METHOD DETAILS

IAV WSN mini replicon system
For 0.1 million/well target cells in 24-well plates, 100 ng of each of the three plasmids encoding the subunits of the viral RNA poly-

merase (PB1, PB2, PA), 200 ng of the plasmid encodingNP and 50 ng of pPOLI-Luc-RTwere transfected. The EF1a-Ren plasmidwas

co-transfected with the mini replicon plasmids and functioned as a transfection control. The virus replication was therefore repre-

sented by Firefly/Renilla luciferase activity measured by the Dual-Luciferase Reporter assay.

siRNA knockdown screen
0.1 million/well target cells were seeded in 24-well plates 24 h before the transfection. siRNAs were purchased from Qiagen or Dhar-

macon (see Table S4) and transfected into the target cells via Metafectene Pro’ according to the manufacturer’s instructions

(15 pmol/well). The transfected cells were either cotransfected with the mini replicon system at the same time or rested for 48 hours

before infection by IAV Renilla (MOI 0.02). 36 h post-cotransfection or 24 h post-infection, the respective luminescent signals from the

knockdown cells were compared to the respective scrambled control on the same plate. The knockdown of each target gene was

repeated in four independent wells for the Renilla infection and three times for the IAV WSN mini replicon. A hit (‘‘strong effect’’) was

defined by Benjamini-Hochberg (BH)-adjusted p-value % 0.05 for the IAV Renilla infection in Welch’s t-test, or |log2 fold change| R

0.5 in at least two biological replicates for the IAVWSNmini replicon. The GPKOW knockdown and the respective scrambled control

after the IAV Renilla infection were further used in the proteomics analysis.

To evaluate the effect of knockdown on cell viability, 1.25x104/well of the respective target cells were seeded in 96-well plates for

24 h and transfected with 3.75 pmol/well siRNA in four independent wells as described above. After 48 h, 10 mg of the Resazurin in

100 ml PBSwas added to each well directly. Themixture was incubated at 37�C for 30min and the fluorescence at 535 nm excitation/

590 nm emission was recorded as a measure of cell viability. The viability was calculated by dividing the fluorescent signal from

knockdown samples by the mean of scrambled control on the same plate. The viability was defined to be affected when the knock-

down cells have on average less than 80% of the viability of the scrambled controls, and the BH-adjusted p-value % 0.05 for the

knockdown vs control comparison.

CRISPR/Cas9 knockdown of GPKOW
The design of guide sequences (see Table S5) against GPKOWandNTCs and their subsequent cloning and lentivirus production was

performed as previously described.172 The lentivirus was used to infect A549 cells for 24 hours and the medium was exchanged with

DMEM containing puromycin (1 mg/mL) for 6 days before the subsequent experiments.

Samples for proteomic analysis
For generating samples for mass spectrometry analysis, the cells were seeded at 0.1 million/well in 24-well plates 24 hours before

being stimulated with PPP-RNA (200 ng/ml) or IFN-a (100 U/ml) for 10 h. Each condition was repeated in 4 independent wells. The

knockdown efficiency was confirmed by the significant downregulation of GPKOW protein abundance compared to the NTC

controls.

IFN bioassay
The cells were seeded in 24-well plates 24 hours before being stimulated with PPP-RNA (200 ng/ml). The concentration of IFN-a/b in

the supernatants were measured using 293T-Mx1-PLuc cells as described before.166 The experiment was repeated twice, where

each condition was repeated in 4 independent wells.

Infection dynamics with live-imaging analysis
For the infection experiments analyzed by live-imaging, the cells were seeded at 15,000/well in 96-well plates 24 hours before the

infection with SFV-mCherry (MOI 3) and VACV-GFP (MOI 0.05) for up to 72 h. The infection experiments were repeated 3 times,

each with at 3 independent wells per condition (the combination of virus and gRNA). The live-cell fluorescence imaging was per-

formed by the IncuCyte S3 Live-Cell Analysis System and the images analysis was performed using IncuCyte S3 Software, where
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the integrated mCherry or GFP intensity was normalized to the confluence of the cells. The knockdown efficiency of guides used in

the virus infection experiments was confirmed by western blot as described before,173 where the relative intensity of target bands

were determined by ImageLab. GPKOW (1:1000), ACTB-HRP (1:2000) and anti-rabbit-IgG (1:2500) antibodies were used.

AHA-methionine pulse experiment
HeLa cells were seeded at 0.8million per well of 6-well plates in 2ml of normal culturemedium overnight. The next day, the cells were

washed twice in PBS, starved in depletionmedium for 30min, then cultured in AHA-labelingmedium for 4 hours. Afterwards, the cells

were mock-infected or infected by IAV diluted in OptiMEM to a total volume of 200 ml/well for 30 min on ice at MOI of 3 in triplicates,

and 2ml of normal culture medium (‘‘methionine pulse’’) was added after the infection. The cells were then harvested in 200 ml of lysis

buffer (1% SDS in 50 mM Tris-HCl, pH 8.0) at 12, 24 and 36 h.p.i., heated to 95�C for 10 minutes and sonicated for 5 minutes at the

high setting. An equal amount of proteins from each sample were subjected to click reaction, where AHA-labeled proteins were

clicked to Biotin-PEG4-alkyne via the Click-iT� Protein Reaction Buffer Kit and extracted according to manufacturer’s instructions.

The proteins were dissolved in 200 ml of lysis buffer and the SDSwas quenched by 200 ml of NETFD buffer (6%NP-40, 5mMEDTA,

100 mM NaCl, 50 mM Tris-HCl pH 7.4). 50 ml of Strep-Tactin� Sepharose� resin was added to each sample and the mix was incu-

bated on the rotating wheel at 4�C for 30 min. The beads were washed 3 times with NDTFD buffer and 3 times with NDTF buffer

(NETFD without NP-40) and aspirated to dryness. The proteins were released in 50 ml of 2xSSB (4% SDS, 20% Glycerol, 100 mM

DTT, 0.02 % Bromophenol blue, 125 mM Tris-HCl, pH 6.8) via heating to 95�C for 10 minutes and analyzed by western blot as

described before.173 CSPG4 (1:1000), STAT1 (1:1000), IFITM3 (1:20000), IAV (1:1000), GAPDH (1:2500), GPKOW (1:1000), ACTB-

HRP (1:2000), anti-goat-IgG (1:5000), anti-mouse-IgG (1:2500) and anti-rabbit-IgG (1:2500) antibodies were used.

Integration of the published IAV datasets
The proteins with significantly altered ~s, d0 or d1 rates during IAV infection were intersected with IAV interactors defined by five

different IAV AP-MS studies without additional filtering94,97–100 (Figures 3 and S3; Table S3). Similarly, the intersection between pro-

tein turnover changes during IAV infection and published genome-wide screens was performed with the selected hit definition of the

respective studies without additional filtering116,126–134 (Figure S4A; Table S3).

QUANTIFICATION AND STATISTICAL ANALYSIS

Sample preparation and data processing
Sample preparation for pcSILAC

HeLa cells were cultured in the SILAC-L medium for two passages before the experiment. The cells were then seeded at 0.8 million

per well in 2 ml SILAC-L medium in 6-well plates, rested overnight. The next day, the cells were infected with IAV or IAVDNS1 viruses

diluted in OptiMEM to a total volume of 200 ml/well for 30min on ice at MOI of 3 in quadruplicates. After the infection, themediumwas

replacedwith the SILAC-Hmedium (pulse). 12 hours later themediumwas further exchangedwith the SILAC-Mmedium (chase). The

samples were collected at 12, 18, 24, 30, 36 and 42 hours post-infection for protein lysis subjected to LC-MS/MS analysis. The pro-

tein lysis by SDS lysis buffer and subsequent reduction, alkylation, digestion, and purification were performed as described

before.166 To increase the depth of protein detection, a separate group of infections was performed using the same cell type and

viruses in quadruplicates. 18 hours after infection, the medium was replaced with the SILAC-M medium, and after another 3 hours

(21 h.p.i.), themediumwas replaced again with the SILAC-Hmedium. All the samples were collected at 24 h.p.i., processed the same

way as the main samples, and fractionated into 6 fractions to be solely used for matching precursor identifications betweenMS runs.

The data from this group were not included in the downstream analysis.

Sample preparation for full proteome of GPKOW knockdown cells

The GPKOW knockdown HeLa cells with IAV Renilla infection and the GPKOW knockdown A549 cells with IFN-a or PPP-RNA treat-

ment were performed in quadruplicates as described above. The infected knockdown samples were collected after the lumines-

cence measurement and processed in the same way as the pcSILAC samples. The IFN-a or PPP-RNA treated knockdown samples

were collected 10 h post-treatment and resuspended in guanidinium chloride buffer (6M guanidiuium chloride in 100mM Tris HCl pH

8.5, 10mM TCEP, 40mM CAA) and heated to 99�C for 15 min. The samples were then diluted 1:10 with 25 mM Tris pH 7.5, 2% ACN

and digestedwith 0.5 mg/ml LysC and 1.25 mg/ml sequencing grade trypsin for 24 h at 30�C. The digested peptideswere desalted and

concentrated via C18 Empore filter disks as previously described.174

LC-MS/MS analysis

All samples were measured on a Q Exactive HF mass spectrometercoupled online to an EASY-nLC 1200 system. The liquid

chromatography setup consisted of a 75 mm x 50 cm analytical column, filled with Reprosil Pur C18-AQ 1.9 mm particles. Peptides

were separated using a 120/180 min (pcSILAC samples/siRNA-mediated knockdown samples) gradient at a flow rate of 250 nL/min,

and a binary buffer system consisting of buffer A 0.1% (v/v) FA in water, and buffer B 80% (v/v) ACN, 0.1% (v/v) FA in water: 2–30%

(95/155 min), 30–95% (10 min), wash out at 95% for 5 min, readjustment to 2% in 5 min, and kept at 2% for 5 min. For the CRISPR/

Cas9-mediated knockdown samples, peptides were separated using a 180 min gradient at a flow rate of 300 nL/min, and a binary

buffer system with the same buffer A and B as described above: 5–30% (150 min), 30–95% (10 min), wash out at 95% for 5 min,

readjustment to 5% in 5 min, and kept at 5% for 10 min. The mass spectrometer was operated with the Data-Dependent Acquisition

(DDA) technique and in positive ionization mode. Full scan MS1 spectra were obtained across the m/z range of 300 to 1,650 with a
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high resolution of 120,000 using an Automatic Gain Control (AGC) target value of 3E6 and amaximum Ion Trap (IT) of 20milliseconds.

For peptide identification, the top 15 peptide precursors were chosen for High-Energy Collision Dissociation (HCD) fragmentation

with a normalized collision energy of 27%. The precursor isolation window was set at 1.4 m/z, and MS2 resolution was maintained

at 15,000, with an AGC target value of 1E5 and amaximum IT of 25milliseconds. Only precursors with charge states ranging from 2 to

6 were selected, and dynamic exclusion was enabled with a 20-second window to prevent reselection of recently analyzed

precursors.

Processing of raw MS data

The raw files were processed by MaxQuant version 1.6.0.15 (pcSILAC dataset) or 2.4.8.0 (knockdown datasets) using the default

setting unless otherwise stated. Label-free quantification (LFQ) and match between run options were enabled in all searches

(LFQ min ratio count 2, normalization type classic, protein FDR = 0.01, PSM FDR = 0.01, site FDR = 0.01, max. Missed trypsin

site = 2). Spectra were searched against forward and reverse sequences of the human proteome (Uniprot, Taxon ID 9606, release

10.2017 for pcSILAC dataset and release 04.2023 for knockdown datasets) and IAV H7N7 proteins (Uniprot, Taxon ID 384493,

release 01.2014 for pcSILAC dataset and release 04.2023 for knockdown datasets) by the built-in Andromeda search engine.169

For SILAC samples, multiplicity was set to 3, Arg10 and Lys8 were set as heavy label, and Arg6 and Lys4 as medium label param-

eters. Search results were filtered with a false discovery rate (FDR) of 0.01 for peptide and protein identifications. Intensity values of

proteins with SILAC-M labels before the SILAC-M chase, i.e., at 12 h.p.i., were not used for protein turnover modeling.

Statistical analysis of MS data
pcSILAC dynamic system

Our approach to modeling pcSILAC data is based on Jovanovic et al.6 with several important extensions. The following ordinary dif-

ferential equations (ODE) model was used to define the dynamics of synthesis and degradation of each protein during the pulse-

chase SILAC experiment:

_l = � ðd0 +gÞl;
_~l

= � ðd1 + gÞ~l +gLs; _h = � ðd1 +gÞh+ ðgHIM + ð1 � IMÞÞs; _m =

� ðd1 +gÞm+ IMs; lðt0Þ = l0; ðt0Þ = hðt0Þ = mðt0Þ = 0: ð1Þ

Here, lðtÞ = LðtÞ
GðtÞ is the fraction of SILAC-L-labeled molecules of a given protein at timepoint t (LðtÞ) relative to the total amount of the

cells at a given time point (G(t)). h(t) and m(t) are the fractions of SILAC-H- and M-labeled protein molecules, respectively. s(t) is the

synthesis rate (the amount of molecules of a given protein produced at a given moment normalized by the total amount of cells G(t)).

Two switches of the growth media (the "pulse" at t0 = 0 and the "chase" at tM) allowed us to separately assess the degradation of

proteins that were synthesized before and after the treatment using d0(t) and d1(t) degradation rates (the fraction of molecules of a

given protein degraded at moment t), respectively. The relative protein abundances l, h, andm, which were normalized byG(t), model

the protein intensities measured by LC-MS, since in our experimental workflow we injected the same amount of material for each

treatment, timepoint and replicate.

In comparison to Jovanovic et al.,6 whichmodeled turnover in postmitotic mouse bonemarrow-derived dendritic cells, the ODE (1)

includes gðtÞ = _GðtÞ
GðtÞ to account for cells growth. This updated equation reflects the fact that the reduction in L, H and M levels of a

specific protein is a combination of protein degradation and the reduction of a given SILAC label fraction due to the overall cell

growth. Indeed, the rate of SILAC-L protein fraction change is

dl

dt
=

d

�
L=G

�

dt
=

ðdLÞG � ðdGÞL
ðdtÞG2

=
dL

dt

1

G
� dG

dt

1

G

L

G
= � d0L

1

G
� g

L

G
= � ðd0 + gÞl:

Additionally, our model accounts for the L-labeled proteins synthesized after ‘‘pulsing’’ using the residual or ‘‘recycled’’ L-labeled

amino acids (~lðtÞ), so the total proportion of L-labeled proteins is lðtÞ+~lðtÞ. gL constant defines the proportion of synthesized ‘‘re-

cycled’’ L-labeled proteins. Similarly, gH is the proportion of recycled SILAC-H-labeled proteins synthesized after ‘‘chase’’ event,

and the smoothened step function IHðtÞ = exp 50ðt� tMÞ
1+exp 50ðt� tMÞ models the switch from SILAC-H- to SILAC-M-labeled amino acids in the me-

dium at the ‘‘chase’’ timepoint tM, so that IHðtÞz0; t < tM and IHðtÞz1; t > tM.

Cell growth rate g(t) estimation

We selected a set of reference proteins P, so that for each protein from P, its overall intensity (the sum of all SILAC labels) remains

stable over time and their turnover not specifically affected by the treatment (i:e: d0 = d1 = d). To estimate the total amount of cells

at a given moment (G(t)) we assumed that it is proportional to the total abundance of all reference proteins:

GðtÞz
X
p˛P

ðLpðtÞ + HpðtÞ + MpðtÞÞ:
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After calculating the derivative and dividing both sides byG(t), we can express the cells growth rate via synthesis and degradation

of the reference proteins:

gðtÞz
X
p˛P

ð � dpðlp + hp + mpÞ + spÞ:ð2Þ

By substituting g(t)with (2) in the dynamic system (1) and solving (1) simultaneously for all reference proteins, we find their synthesis

and degradation rates, and, via (2), g(t).

Fitting pcSILAC dynamic model to the data

The unknown parameters in (1) are the functions s(t), d0(t), and d1(t) that define how synthesis and degradation rates of a given protein

change over time. While Jovanovic et al.6 considered only linear functions for these rates, we extended it to a family of sigmoid func-

tions (r(t)) defined by the four parameters (p1, p2, p3, and p4) to allow broader regulation modes:

rðtÞ = rðtjp1;p2;p3;p4Þ =
p3

1+e�ðp1+p2tÞ +p4:

To improve the biological interpretation and integration into Bayesian multi-treatment model, r(t) was reparametrized using the

values at the beginning and the end of the interval: rðtÞ = rðtjt0;t1;r0;r1Þ, r0 = rð0Þ, r1 = rðTÞ and t0 = tð0Þ< 0, t1 = tðTÞ> 0, where

t = p1 +p2t; so

p1 = t0;p2 =
t1 � t0

T
;

p3 =
r1 � r0

ð1+e� t1 Þ� 1 � ð1+e� t0 Þ� 1
;p4 = r0 � p3

1+e� t0
:

Then e.g. the synthesis rate for the i-th treatment (i=1 denotes mock, i=2 – IAVDNS1, and i=3 – IAVWT) is s
iðtÞ = rðt

���tis;0;tis;1;si0;si1Þ. To
find the parameters for the synthesis and degradation rates at each condition, we were fitting the ODE model (1) to the measured

protein group LFQ intensities of the pcSILAC experiment using the Bayesian approach similar to the one described in Stukalov

et al.173 Briefly, given the initial protein abundance l0 and the parameters that define siðtÞ, di
0ðtÞ, and di

1ðtÞ rates for i-th treatment,

solving the ODE (1) provides protein intensities for each timepoint and SILAC label. The discrepancy between the predicted and

experimentally measured intensities defines the likelihood for a given set of pcSILAC model parameters (the measured intensity

for SILAC-L label was matched to lðtÞ+~lðtÞ; the sum of predicted pre-treatment and ‘‘recycled’’ fractions of SILAC-L-labeled pro-

teins). The likelihood was calculated using the same MS signal and missingness model as in Stukalov et al.173

Since the initial state of the experimental system is the same for all treatments, we required that the initial turnover rates (sð0Þ = s0,

d0ð0Þ = d1ð0Þ = d0;0) are the same for all treatments. Considering that the null hypothesis is that treatments do not affect turnover of

a particular protein, and that the turnover dynamics is stationary, we used the sparsity inducing horseshoe priors175 for the rate dif-

ferences between treatments among the other model parameter priors:
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1fNormalð0;ssÞ; i = 1;2;3;

s11fNormal
�
s10; qs1l

i
s1

�
;

si1fNormal
�
s11; qsl

i
s

�
; i = 2;3;

tid0 ;j; t
i
d1 ;j

fNormal
�
0;std

�
; tis;jfNormalð0;sts Þ; i = 1;2;3; j = 0;1;

tid0 ;jfNormal
�
t1d0 ;j; qtd0 l

i
td0

�
; i = 2;3; j = 0; 1;

tid1 ;jfNormal
�
tid0 ;j; qtd1 l

i
td1

�
; i = 1;2;3; j = 0;1;

tis;jfNormal
�
t1s;j; qtsl

i
ts

�
; i = 2;3; j = 0;1:
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The hyperparameters of the model were sampled from the following distributions:

sdfCauchy+
�
0;10� 2

�
;

ssfCauchy+
�
0;10� 1

�
;

qd0 ; qd0;1 ; qd1 ; qs; qs1fCauchy+ð0; 1Þ;
lid0 ; l

i
d0;1

; lid1 ; l
i
s; l

i
s1
fCauchy+ð0;1Þ; i = 1;2;3;

std ; stsfCauchy+ð0;1Þ;
qtd0

; qtd1 ; qtsfCauchy+ð0;1Þ;
litd0

; litd1
; litsfCauchy+ð0;1Þ; i = 1;2;3:

This Bayesian statistical model was encoded in Stan (version 2.17),176 the source code is available at https://doi.org/10.5281/

zenodo.10231157. The model was separately inferred for each protein group using 4000 warm-up and 4000 sampling MCMC iter-

ations of the 8 independent chains, each 4th sample was used to estimate the posterior distributions of the model parameters and

predicted protein intensities.

To estimate the overall intensity of protein synthesis or degradation rate (r(t)) for a particular treatment, the following formula

was used:

r =

ZT

0

rðtÞdt =
ð1+et0Þð1+e� t1Þ

1 � et0 � t1

�� r0
1+e� t1

� r1
et0

1+et0

�
+ ln

�
1+et1

1+et0

�
r1 � r0
t1 � t0

�
:

Synthesis rates for proteins of different abundance classes vary considerably, to make them comparable we divided s by the initial

abundance of the protein (l0). Infection-dependent host translation shutoff and cellular stress results in overall reduction of protein

synthesis. To detect statistically significant treatment-dependent changes to protein turnover beyond this trend, we further corrected

the abundance-scaled synthesis rates by their median for each treatment:

~sin =

�
median
m = 1;2;.;N

sim
lm;0

�� 1
sin
ln;0

;n = 1;2;.;N;

where i is the treatment, and n is the protein group index.

Dimensionality reduction analysis of pcSILAC data

To identify global turnover patterns across all treatments, we first converted the protein group LFQ intensities into 3D tensor, with the

first axis being experiment timepoints and SILAC labels, the second – treatments and replicates, and the third – protein groups. Only

the proteins that have at least 10 intensity measurements in any SILAC label were considered for this analysis, resulting in 5688 pro-

tein groups. Missing values were imputed by sampling from the posterior distribution of model-predicted protein intensities. The in-

tensities were normalized along the third axis by the initial intensity of the protein (l0 model parameter).

We then applied sparsity-inducing semi-nonnegative Tucker decomposition177 as implemented in TensorDecompositions.jl Julia

Package (version 0.5.0).178 The core tensor was allowed to contain negative values, its size was set to 1635340. The regularization

terms for the core tensor and the non-negative factor matrices were all set to 10-2.

The third factor matrix of the Tucker decomposition (the one describing individual protein groups) was then used as an input for the

UMAP algorithm (uwot R package) using the default parameters except neighbors=100, and init=‘‘laplacian’’. The 2D UMAP was

used for the visualization. By cutting the hierarchical clustering (built using Euclidean distance with Ward linkage) of the 4D UMAP

coordinates we distributed protein groups into 50 clusters by their turnover dynamics across all treatments. The source code for

the dimension reduction analysis is available at https://doi.org/10.5281/zenodo.10231157.

Full proteome of GPKOW knockdown cells

The MaxQuant output files were imported into the R environment using the custom msimportr R package(https://doi.org/10.5281/

zenodo.7746897). This package formats evidence.txt, peptides.txt, and proteinGroups.txt without any filtering for the subsequent

analysis with themsglm package(https://doi.org/10.5281/zenodo.7752068), as previously described.173 The protein groups were re-

defined using in-house Julia module (https://doi.org/10.5281/zenodo.7752673). In brief, protein groups distinguished by only one

specific peptide or if less than 25% of their peptides are specific were merged. This extended the set of peptides used for protein

group quantitation and reduced isoform-specific protein groups with insufficient quantitative data. The msglm package applies

MS-specific Bayesian linear models to deduce changes in protein abundance across different experimental conditions via the

use of cmdstanr package (version 0.4.0).179 Since most of the cellular proteins are not expected to respond to the different treat-

ments, the model uses regularized sparsity-inducing horseshoe+ priors180 for the effects associated with experimental conditions.

The probability of quantifying a peptide increases with its intensity, thus we first evaluated the measurement error of our MS instru-

ment by fitting a heteroscedastic intensity noise model, assuming that quanted intensities follow a mixture of Gaussian and Cauchy

distributions. This model was calibrated using technical replicate measurements of the MS instrument. We then used the same data
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to calibrate a logit-based model of missing MS data, estimating the likelihood of having missing data given the true intensity of an

object. Msglm thus handles both quantified and missing values, as both influence the posterior distribution of model parameters,

and does not rely on imputation.

Instead of normalizing the input data beforehand, the model was applied to unnormalized MS1 intensities of protein group specific

peaks (from the evidence.txt table of the MaxQuant output) to better account for the signal-to-noise variation among samples. The

inferred protein abundances were then scaled by the normalization multiplier of each individual MS sample tomatch its expectedMS

intensity. To calculate the multiplier, normalization factors were first deduced for individual MS1 peaks by dividing the intensity from

different samples to the median of the intensity. Then the median of the normalization factors within each sample was chosen as the

normalization multiplier.

For the estimation of model parameters, 4,000 iterations were employed, divided into 2,000 warmup iterations followed by 2,000

sampling iterations. These iterations were executed using the no-U-turn Markov Chain Monte Carlo algorithm in eight independent

chains. To assess the significance of differences between conditions, p-values were computed bymeasuring the probability that two

random samples from the respective posterior distributions of two different conditions were distinct. Notably, there was no correction

for multiple hypothesis testing, as this was resolved through the selection of model priors.

The model for the proteome analysis of siRNA-mediated GPKOW knockdown infection can be represented by R GLM formula lan-

guage as

logðIntensityðtÞÞ � 1 + knockdown+MS1peak;

and of CRISPR/Cas9-mediated GPKOW knockdown with PPP-RNA or IFN-a treatment as

logðIntensityðtÞÞ � 1 + treatment � knockout +MS1peak;

MS1peak is the log ratio of anMS1 peak intensity and the total protein abundance.173 The peak represents a peptide with a specific

sequence, PTMs and charge, and the log ratio is assumed to be constant regardless of the experimental conditions.181

For any comparison between two conditions to be valid, we required the protein group to be quantified in at least three out of four

replicates on either side of the comparison. A significant change at any given time was defined by |median (log2 fold change)|R 0.5

and p-value % 10�3. The source code for the proteome analysis is available at https://doi.org/10.5281/zenodo.10231157.

Pathway enrichment analysis

Proteins from different clusters of the hierarchical clustering analysis (Figure 1F) and proteins with significantly altered ~s, d0 or d1 rates

in IAV and IAVDNS1 infections (Figure 2B) were used for the enrichment analysis against the Gene Ontology and Reactome data-

bases (version 2023.08, http://download.baderlab.org/EM_Genesets/August_08_2023/Human/UniProt/) via the in-house Julia

package OptEnrichedSetCover.jl (https://doi.org/10.5281/zenodo.4536596) as previously described.173 No multiple hypotheses

correction to the FET p-values was done, since the selection of the most relevant non-redundant enriched terms is a part of the

method, and it dramatically shortens the list of reported terms. Terms with unadjusted FET p-value % 10-4 (Figure1F) or 10-3 (Fig-

ure 2B) were displayed. In the heatmaps, the enriched terms and the conditions are clustered via hierarchical clustering with

Ward linkage method and cosine distance.

For Figures 2C and S2E, proteins with significantly altered degradation (d0) and their degradation change during IAV infection were

supplied to the Gene Set Expression Analysis93 of the ReactomeFIViz plugin in Cytoscape (v3.9.1),170 using default settings and

Reactome FI Network Version 2021 for clustering. After that, a pathway enrichment analysis from the Reactome plugin was

performed for each cluster, and a selection of terms with FDR % 0.001 were displayed.
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