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Abstract
Molecular analytics increasingly utilize machine learning (ML) for predictive modeling based on data acquired through molecular 
profiling technologies. However, developing robust models that accurately capture physiological phenotypes is challenged by the 
dynamics inherent to biological systems, variability stemming from analytical procedures, and the resource-intensive nature of 
obtaining sufficiently representative datasets. Here, we propose and evaluate a new method: Contextual Out-of-Distribution 
Integration (CODI). Based on experimental observations, CODI generates synthetic data that integrate unrepresented sources of 
variation encountered in real-world applications into a given molecular fingerprint dataset. By augmenting a dataset with out-of- 
distribution variance, CODI enables an ML model to better generalize to samples beyond the seed training data, reducing the need for 
extensive experimental data collection. Using three independent longitudinal clinical studies and a case–control study, we 
demonstrate CODI’s application to several classification tasks involving vibrational spectroscopy of human blood. We showcase our 
approach’s ability to enable personalized fingerprinting for multiyear longitudinal molecular monitoring and enhance the robustness 
of trained ML models for improved disease detection. Our comparative analyses reveal that incorporating CODI into the classification 
workflow consistently leads to increased robustness against data variability and improved predictive accuracy.
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Significance Statement

Analyzing molecular fingerprint data is challenging due to multiple sources of biological and analytical variability. This variability 
hinders the capacity to collect sufficiently large and representative datasets that encompass realistic data distributions. 
Consequently, the development of machine learning models that generalize to unseen, independently collected samples is often com
promised. Here, we introduce Contextual Out-of-Distribution Integration (CODI), a versatile framework that enhances traditional 
classifier training methodologies. The concept of CODI is to incorporate information about possible out-of-distribution variations 
into a given training dataset, augmenting it with simulated samples that better capture the true data distribution. This allows the 
classification to achieve improved predictive performance on samples beyond the original training distribution.
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Introduction
Technological advances in molecular analytics increasingly en
able the probing of biological systems. Distinguishing between 
physiologically relevant states from quantitative molecular fin
gerprints presents a new opportunity for in vitro phenotyping. 
Extensive efforts are thus dedicated to developing standardized 
procedures involving streamlined biological sampling, post- 

collection handling, and sensitive quantitative measurements. 
Nevertheless, empirical datasets are susceptible to diverse sour

ces of variability, both analytical and inherently biological (1–9). 

Obtaining a dataset that reflects a realistic data distribution is 

often resource-intensive, costly, and, in some cases, impossible. 

This applies especially in the context of clinical studies, covering 

all pathophysiological strata, studying rare disease, or 
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longitudinally probing the same system over time. Exploratory 
studies are thus often limited in size and scope, making it challen
ging for a given “training” set to be representative of the true un
seen “test” domain. Consequently, when applying a developed 
machine learning (ML) model to independently collected and ex
perimentally measured samples, the model may fail to achieve 
the expected efficacy (8, 10–15).

While traditional approaches often rely on standardizing ex
perimental workflows and creating computer-aided processing 
techniques to reduce unwanted empirical noise (7, 16–20), com
plete noise removal is likely unattainable. Failure to account for 
noise and distributional shifts may obscure the true biological 
patterns of interest, misleading an ML algorithm into utilizing in
formation that is unlikely to be reproduced. This failure is due to 
violating the assumption underlying (supervised) ML algorithms 
that the training and testing data are independent and identically 
distributed (i.i.d.) (11, 13, 21–23). To decode the information con
tained within a dataset, accounting for analytical and biological 
variability is critical to handle data domain shifts and ensure suc
cessful model generalization.

The concept of out-of-distribution (OOD) generalization has 
very recently garnered attention in ML research to address the 

shortcomings of i.i.d. assumptions (22, 24, 25). This paradigm shift 
acknowledges the unpredictability of unseen data, prompting ex
ploration into methods that better accommodate distributional 
shifts to generalize beyond the training set. OOD generalization 
has been extensively explored in computer vision and natural lan
guage processing tasks (24–27). However, there is a critical lack in 
the development of OOD generalization techniques in molecular 
analytics involving vibrational spectroscopy, NMR spectroscopy, 
and mass spectrometry, as well as in clinical chemistry analytics.

To address these challenges, here we develop and empirically 
test a hybrid experimental and computational modeling strategy. 
We explore OOD generalization in the context of molecular ana
lytics and propose to recognize the variations arising from analyt
ical paradigms as integral components of real-world observations 
(Fig. 1).  We introduce Contextual Out-of-Distribution Integration 
(CODI), a strategy that paradoxically embraces measurement 
variability and the inherent complexities of biological systems, 
transforming them into valuable properties that can be utilized. 
CODI first involves experimental data to evaluate their distribu
tional characteristics. Following the characterization, we deliber
ately introduce these distributional characteristics into a studied, 
independent, dataset through the in silico generation of synthetic 

Fig. 1. Overview of problem context and CODI’s methodology. Given a biological, medical, or molecular system of interest, we are presented with a task of 
classifying distinct groups of samples. However, variations stemming from several biological and (pre)analytical aspects in the empirical workflow may 
impact captured measurements in different ways. CODI leverages independently characterized sources of variability and incorporates them into a 
labeled training set of experimental observations. This process generates simulated samples with a more representative data distribution. Training an 
ML classifier on simulated samples enables it to learn a decision boundary that separates classes of samples in a more informed manner, increasing the 
likelihood of generalizing to unseen test samples. This approach enables sample characterizations that are more robust to variations in the empirical 
workflow.
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data. These synthetic data mimic the system(s) of interest while 
expanding the distribution of the original training set to incorpor
ate information about sources of variance that were crucially 
OOD and missing.

To establish the concept and evaluate it in a realistic setting, we 
apply our method on experimental infrared (IR) spectroscopic 
data to aid in vitro blood-based diagnostics. The advantage here 
lies in cross-molecular fingerprinting, where quantitative analyt
ical measurements capture the breadth of changes in the molecu
lar landscape of complex samples as indicators of systemic health 
and disease. We test our method in the framework of three inde
pendent longitudinal clinical studies spanning up to an 8-year 
follow-up period (28–30), as well as a case–control study to detect 
four common cancers (31). Our results demonstrate that integrat
ing CODI into the classification pipeline enables the creation of 
more representative datasets, arbitrarily large in size, that em
power ML algorithms to more effectively capture reproducible sig
nals in biological datasets. Ultimately, we showcase how the 
proposed framework leads to significantly improved classification 
output on unseen, independently measured test samples, ensur
ing robust predictions despite shifts in data distribution.

Results
Characterizing empirically observed variability
We previously introduced an in silico model that generates 1D 
spectra of complex biological samples, focusing on IR absorption 
spectra (32). Our initial work explored the impact of varying levels 
of between-person biological variability on classification effi
ciency in simulated case–control conditions. Building on this 
foundation, we extend the model beyond the theoretical frame
work. We generate data simulating longitudinal and/or case–con
trol settings, accounting for diverse sources of possible variability 
that we experimentally characterize. To assess its practical appli
cations, we explore the capacity of the modeling framework to 
computationally generate larger training sets that are more ro
bust to biological and analytical variabilities.

CODI is a relatively simple statistical procedure that relies on 
characterizing data distribution patterns (Fig. 1). In a generalized 
form, we capture the differences between sets of experimental ob
servations (ui − vj), henceforth called calibration measurements. 
These calibration measurements can be adjusted based on differ
ent pools of available measurements that reflect diverse sources 
of data variability. For instance, quality control samples can be re
peatedly measured under varying laboratory conditions, resulting 
in a measurement set {ui ∣ i = 1, . . . , m}. By setting vj = u̅, the cali
bration set would consist of mean-centered observations that re
flect the deviations of each control measurement. Alternatively, 
rather than mean-centering the observations, ui and vj can re
present measurements of paired samples collected, processed, 
or measured under different scenarios. For instance, ui and vj 

can be measurements of two samples processed by different oper
ators from the same mother tube or measurements of the same 
sample on different experimental instruments. These sources of 
variability can be adjusted to different analytical settings, de
pending on the expected sources of deviation.

After the characterization of measurement deviations, these 
differences (ui − vj) are scaled by a random variable that assumes 
a Gaussian distribution and then combined over the entire vari
ability calibration set. This aggregation may then be added onto 
an independent experimental training seed measurement xk to 
create a new simulated measurement that is now modeled as a 
statistical outcome. Such a simulation approach can be 

repeatedly applied to generate a cohort of simulated measure
ments in arbitrary size. The generated cohort, as a whole, would 
reflect the variability properties observed between ui and vj onto 
xk. If the set of calibration measurements would reflect a source 
of variability that was unobserved in a given training set of meas
urements {xk ∣ k = 1, . . . , n}, a new level of variability would be in
troduced onto the training set of measurements. This strategy 
allows for the creation of realistic synthetic data without needing 
to fine tune free parameters controlling the data generation. 
Further detailed descriptions are in the Materials and methods 
and Supplementary Information.

In our example applications of CODI, we introduced several dis
tinct sets of calibration measurements to model different sources 
of variability that may be observed in IR spectral measurements of 
blood-based media (Fig. 2a). Within these calibration measure
ments are characteristics of empirical variability stemming from 
inherent biological factors, variations in sample collection and 
handling, as well as instrument-specific measurement noise and 
drifts (Supplementary Information).

When addressing biological variability, the calibration measure
ments ui, vj are selected to be experimental measurements of the 
same individual over time, capturing a level of within-person bio
logical variability (Fig. 2a, upper left), as defined previously (30). 
Alternatively, opting to set the calibration measurements to be of 
different individuals would yield a level of between-person bio
logical variability, as demonstrated previously (32).

Further variations that stem from different clinical sample col
lection sites, clinical study protocols, and sample handling proce
dures may be effectively represented by selecting calibration 
measurements characteristic of samples derived from different 
clinical studies (Fig. 2a, upper right). The same concept can be ex
tended to model realistic variations that arise from experimental 
procedures like sample storage temperature and duration, ali
quoting procedures, and measurement device drifts. For example, 
quality control (QC) samples, may be subjected to diverse hand
ling and storage conditions. Performing measurements of QCs 
under different operating conditions for the measurement device, 
including instances of recalibration, routine maintenance, or 
changes in the surrounding environment would enable the QC 
measurement dataset to mimic potential variations in both la
boratory procedures and instrumental drifts (Fig. 2a, lower left). 
Further, independent, measurements of technical replicates (e.g. 
pure water) performed over extended periods can facilitate a 
clearer distinction between instrumental device noise and labora
tory variations (Fig. 2a, lower right).

The overarching goal of characterizing diverse sources of vari
ability is to realistically simulate the data distribution that may be 
encountered in the empirical workflow. It is crucial to recognize 
that this can be achieved through the utilization of measurements 
that are independent of the original training set and unrelated to 
the specific questions posed by it (i.e. class-invariant). Therefore, 
the characterized source of variability can be repeatedly used 
across a diversity of classification tasks. When extending the con
cept to other molecular systems or measurement modalities, 
similar calibration sets may be adapted to characterize the varia
tions relevant to the studied conditions.

Introducing experimental variability in silico
As an illustrative example, we applied the CODI framework to five 
experimental spectra of blood plasma to generate a larger set of 
simulated measurements that reflect an increased level of vari
ance (Fig. 2b). The five original spectra may be considered to be 
a training set, with each measurement representing a labeled 
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class (Fig. 2b, left). Using the five measurements as a seed input, 
CODI enabled the generation of a larger and more representative 
training set of measurements (Fig. 2b, right).

Principal component analysis (PCA) applied to the original and si
mulated measurements reveals that each source of measurement 

variability affected the spatial distribution of the seed data differ
ently across the first two components (Fig. 2c). In other words, each 
set of calibration measurements—modeling different variability 
properties—affected linearly independent data features. Once all 
four sources of measurement variability were incorporated into 

a

b

c

d

Fig. 2. Applying CODI to introduce measurement variability onto illustrative experimental IR spectra. a) Four distinct sources of possible variability 
were characterized from calibration sets of experimental observations. The curves depict how each measurement differs from its expected mean. b) 
By applying CODI, the four sources of variability were introduced to five illustrative experimental blood-based spectra (left panel) to generate a larger 
set of simulated spectra (right panel). c) Principal component analysis (PCA) on the five illustrative experimental spectra (left panel), on a larger 
simulated set of spectra that introduced only one out of the four characterized sources of variability (middle panel), and on a simulated set of spectra 
that introduced all four sources of variability to the five illustrative experimental spectra (right panel). d) Comparison of the standard deviation across 
the spectral range for each characterized source of variability and the standard deviation of simulated measurements, resulting in an overall 
increased standard deviation.
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the original seed data (Fig. 2c, right), the simulated measurements 
occupied a larger cloud of data points, while still maintaining their 
distinct cluster centroids.

Similarly, examining the measurement standard deviation 
shows that the simulated measurements had a higher standard 
deviation than each individual source of empirical variability 
(Fig. 2d). While it may seem counter-intuitive that a simulated da
taset with increased variance could offer added value compared 
to the existing experimental observations, this variance contains 
valuable, usable information. The principle relies on the assump
tion that the simulated measurements include OOD measure
ment events that are likely to occur when presented with 
additional experimental observations.

So far, we have shown how CODI can introduce additional sour
ces of variability into an existing dataset to enrich its information 
content. The value of the method for real-world applications is ex
amined in the following sections.

Application to longitudinal study settings
In longitudinal clinical studies that involve the collection of bio
logical specimens tainted by attrition and loss-to-follow-up over 
time, great efforts are required to gather sufficiently large data
sets. Typically, individuals participate in an initial baseline sam
ple collection, followed by extended waiting periods for 
subsequent collections from the same individuals. In situations 
where only few samples are initially available per individual, the 

challenge arises in extrapolating meaningful insights to later col
lected and measured follow-ups—owing to the dynamic nature of 
the empirical procedure as previously described. To examine 
whether our proposed approach offers added value when severely 
limited samples are available for analysis, we first employ CODI in 
the context of longitudinal analyses (Fig. 3).

We utilized samples from three independent clinical studies 
that followed individuals over multiyear periods (Fig. 3a). The 
Lasers4Life-LG study cohort (30) comprised of 31 individuals 
that repeatedly donated blood samples at irregular follow-up in
tervals. The study commenced with a 7-week baseline monitoring 
period, during which 288 samples were collected through re
peated donations. The initial baseline donation period was fol
lowed by three additional donations, spanning up to 4.5 years, 
during which one sampling point was considered per individual. 
In the BioPersMed study (28), a subcohort of 44 individuals repeat
edly participated over an 8-year follow-up period, with a 2-year 
interval between each donation. In the KORA study (29, 33), a sub
cohort of 2015 individuals participated in two donations, sepa
rated by a 6.5-year follow-up interval. Blood plasma was 
processed from all samples and measured via absorption IR spec
troscopy (Materials and methods).

Empowering long-term molecular profiling
The concept of identifying individuals from a given population 
based on different biofluids has been demonstrated with IR 

a b c

d e

Fig. 3. CODI enhances personalized fingerprinting through more accurate long-term molecular profiling. a) Setup of three independent longitudinal 
clinical studies in which same individuals repeatedly participated in venous blood sampling over time. Experimental IR spectroscopic measurements 
were performed on blood plasma and utilized in this analysis. b) Individual identification efficacy utilizing only a single baseline IR measurement per 
individual across the three study cohorts. Bars depict the classification accuracy using experimental (“Exp.”) baseline measurements for training and 
using simulated (“Sim.”) measurements generated by CODI derived through a baseline IR measurement per individual as a seed input. Classifier testing 
was performed on the same experimental follow-up measurements of each individual for both training approaches. c) Dependence of identification 
accuracy on number of individuals in the populations (i.e. number of classes). Individuals were randomly selected, at varying population sizes, and CODI 
was applied using a single baseline IR measurement per individual as a seed input. Classifier testing was performed on experimental follow-up 
measurements of each individual included in the training set. d) Dependence between the identification accuracy and the follow-up time axis on 
applications involving the Lasers4Life-LG and BioPersMed cohorts. e) Modeling an increasing number of experimental baseline measurements per 
individual as a training seed. Bars depict the identification accuracy using simulated training sets and experimental training sets. Model testing was 
conducted on the same experimental follow-ups beyond the first 6 baseline measurements per individual. The lower panel illustrates the difference 
between accuracy derived from the experimental and simulated training sets.
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spectroscopy, NMR, and mass spectrometry as fingerprinting mo
dalities (30, 34–36). We previously demonstrated that plasma- and 
serum-based IR fingerprints can identify individuals over a 6-month 
follow-up period (30). This application inherently relies on the sta
bility of measurements over a study period, often requiring the com
parison of measurements acquired at different times despite 
inevitable experimental drifts (37). In previous works (30, 34–36), 
several measurements from the same individual were required to 
adequately train a multiclass classifier to distinguish between dif
ferent individuals over a given follow-up period (typically 8–42 
samples).

We set out to test the possible value of CODI for enhancing lon
gitudinal studies, using the individual identification task as a 
readout metric. To test the limits of the framework, here we con
sidered a scenario with severely limited training data—relying 
only upon a single experimental observation per class for training, 
i.e. one measurement per individual (Fig. 3b). We utilized the first 
baseline measurement of each individual to train a multiclass 
classifier to identify individuals from their follow-up measure
ments. We then compared this prediction efficiency to a classifier 
trained on a simulated set of measurements generated through 
CODI that used the experimental baselines as initial seed data. 
Within the CODI framework, we modeled the four previously de
scribed sources of variability (Fig. 2a), which were characterized 
from data sources independent of the experimental seed data 
and follow-up test data (Supplementary Information). This step 
was crucial to ensure that no leakage from the test data occurred 
when introducing the variance to the training seed. Through 
CODI, we generated 1,000 simulated measurements per individ
ual that were then used to train the classifier.

This investigation revealed that the classifier trained on simu
lated measurements had a remarkably improved prediction cap
acity over the classifier trained directly on experimental 
measurements (Fig. 3b). Across the three cohorts, the individual 
identification accuracy improved from 0.53 to 0.82, from 0.26 to 
0.76, and from 0.03 to 0.52. This demonstrated that the informed 
incorporation of data variance was indeed capable of enabling 
better generalization to unseen test samples.

To examine which sources of data variability aided the most in 
boosting the classification efficiency, we re-performed the above 
analysis, but systematically eliminated one of the four sources 
of variability we incorporated in the CODI framework (Fig. S1). 
We found that the within-person biological variability over time 
and measurement variability of the same quality control samples 
over the course of measurements were the most critical contribu
tors to the success of the classification. Including the variability 
stemming from technical replicates and clinical sampling had 
minimal impact on the classification, compared to the two afore
mentioned sources of variability. This highlighted the importance 
of incorporating information on the data distribution that was 
truly missing from the original experimental training set—not 
just the incorporation of (random) added variance.

For the above classification task, it is crucial to recognize that 
the population size varied between the cohorts. The decreased ac
curacy observed in the KORA cohort (involving 2015 individuals) is 
thus not directly comparable to that of the Lasers4Life-LG cohort 
(involving only 31 individuals). This is due to the fact that the more 
individuals exist in a dataset, the more likely it is that their finger
prints will overlap with one another—making the task of identify
ing individuals more challenging. Despite this, it was very 
surprising and encouraging to observe that nearly half of 2015 in
dividuals can be identified from IR molecular fingerprints when 
combined with the proposed modeling approach—and requiring 

only the venous blood sampling of a single baseline sample per 
individual.

Observing that the identification accuracy decreased with an 
increasing population size prompted us to further investigate 
this dependency (Fig. 3c). We first trained a classifier on simulated 
measurements utilizing the first experimental baseline measure
ments of only 2 individuals and, as previously, tested on their 
follow-ups. This procedure was repeated several times, using 2 
other randomly selected individuals. We then performed the 
same procedure, but on 4, 8, 16, and so on individuals. This ana
lysis revealed that the identification accuracy, depending on the 
population size, follows a nearly perfect logarithmic trend. This 
intriguing finding draws from information theory and may be ex
plored further to quantify the informational content of diverse 
molecular fingerprints. Remarkably, these results were reprodu
cible on three independent cohorts, revealing that a similar iden
tification accuracy can be achieved when the datasets involve 
similar population sizes.

In the above application, follow-up measurements of all indi
viduals were pooled together and the accuracy of identification 
was averaged, independent of the follow-up time axis. This 
prompted the question of whether the individual identification 
accuracy was dependent on the time interval between follow-up 
measurements and the baseline (Fig. 3d). In other words, is it 
more difficult to identify an individual 8 years after their baseline 
sample was assessed than from a 2-year follow-up? To investigate 
this, we grouped the follow-up measurements by their time differ
ences to the baseline and examined whether any temporal trend 
was observed in the identification accuracy (Fig. 3d). This analysis 
was only possible on the Lasers4Life-LG and BioPersMed cohorts, 
since the available KORA cohort only involved one follow-up. 
Here, we revealed that the identification accuracy did not depend 
on how far off the follow-up was from the baseline. Very surpris
ingly, the accuracy remained relatively stable even over an 8-year 
follow-up period (Fig. 3d). Although it is crucial to recognize that 
the number of test samples in the later follow-up years was lim
ited (Fig. 3a), this is the very first experimental result over such 
long-lived fingerprint stability.

Altogether, the above investigations were made possible by 
CODI. which enabled applications that were previously unfeasible 
with limited experimental observations.

Personalized multibaseline modeling
In the above quest of examining the value of the CODI framework, 
we relied on a single baseline measurement per individual. We 
then questioned to what extent can the classification be made 
more robust when more training instances per class are available. 
Specifically, considering that a single baseline measurement may 
be an outlier, we examined the dependence between the number 
of training instances per individual and the identification accur
acy (Fig. 3e). For this analysis to be properly investigated, individ
uals would have to be repeatedly sampled in a given baseline 
monitoring period. Among the three clinical studies, only the 
Lasers4Life-LG study facilitated such a setup (30).

We utilized data from up to the first 6 baseline measurements 
per individual from the Lasers4Life-LG cohort to be used as an 
experimental seed for training. Then, we simulated a training 
set that consisted of 1,000 measurements per baseline and 
investigated how the identification accuracy depended on how 
many experimental baselines were modeled per individual. 
Classifier testing was performed on the remaining follow-ups 
that were beyond the first 6 baselines of each individual. This in
vestigation revealed that the identification accuracy following the 

6 | PNAS Nexus, 2024, Vol. 3, No. 10

D
ow

nloaded from
 https://academ

ic.oup.com
/pnasnexus/article/3/10/pgae449/7823116 by G

SF-Forschungszentrum
 fuer U

m
w

elt und G
esundheit G

m
bH

 - Zentralbibliothek user on 05 N
ovem

ber 2024

http://academic.oup.com/pnasnexus/article-lookup/doi/10.1093/pnasnexus/pgae449#supplementary-data
http://academic.oup.com/pnasnexus/article-lookup/doi/10.1093/pnasnexus/pgae449#supplementary-data


simulation-based approach could indeed be improved when more 
than one baseline measurement was modeled per individual 
(Fig. 3e, blue bars). When using only one baseline measurement, 
an accuracy near 0.85 was achieved. Surprisingly, including only 
one additional baseline already led to an improvement of a nearly 
perfect prediction efficiency, achieving an accuracy of 0.96.

As a comparable benchmark, we again examined the depend
ence between the identification accuracy and the number of base
lines modeled per individual, but now training the classifier 
directly on experimental measurements (Fig. 3e, black bars). 
The classifier was first trained on one experimental baseline per 
individual, then again on two, and up to 6 baselines of each indi
vidual. Testing was performed as previously—on the remaining 
follow-ups beyond the first 6 training baselines per individual. 
Here, it was again revealed that the simulation-based approach 
had a significant advantage over the experimental approach— 
but only when few observations per class were available (≤3 base
lines per individual). Once ≥4 experimental baselines per individual 
were available for training, the experimental approach had also 
achieved a near perfect prediction efficiency and thus no advantage 
was seen by applying CODI. This underscored the impact of our pro
posed modeling paradigm in contexts with only limited experimen
tal datasets. Once sufficiently large experimental datasets are 
available, the simulation-based training approach may not provide 
an advantage over training directly on experimental data.

Altogether, these findings show that the CODI framework 
can enable the establishment of a more reliable “baseline” per 
individual—one that is more resilient to analytical and biological 
variations and can more robustly enable ML generalization. We 
further demonstrate that IR molecular fingerprints are highly sta
ble and individual-specific. Previously, this was only demonstrated 
on the time frame of 6 months (30). In the current study, we extend 
these findings to a medically relevant time frame of 8 years. These 
results form the foundation for future applications of blood-based 
IR fingerprinting as a modality of personalized monitoring of hu
man health over time, potentially requiring a small number of 
samples to establish a reliable baseline per individual.

Comparison to domain-agnostic augmentation 
schemes
The CODI framework inherently relies on a priori information on 
potential sources of measurement variability. In contrast, 
domain-agnostic augmentation methods employ generic trans
formations on input seed data to simulate new observations 
(e.g. introducing random additive or multiplicative noise). By 
eliminating the need for a priori information, domain-agnostic 
augmentation strategies are practically easier to implement 
than CODI. To examine whether our approach yielded an advan
tage over other augmentation methods, we re-performed the 
above analysis by applying several methods of augmenting the 
spectral measurements (Fig. S2). We found that the CODI strategy 
of generating training sets significantly outperformed all other 
methods of domain-agnostic augmentation that randomly ma
nipulated the spectra. This underscored the value of incorporat
ing contextual a priori information into the data augmentation 
process to enable the classification to generalize beyond the ori
ginal training set.

Impact of increased variance on classification 
efficacy
As the basis of CODI is to introduce variance to a given dataset, this 
approach also carries the concern that the simulated variance may 

significantly exceed what is typically expected from the domain of 
possible empirical observations. An excessive amount of variance 
may obscure the underlying discriminative signals of interest, lead
ing the classification to perform poorly on unseen test data. To in
vestigate the extent of this concern, we systematically increased 
the variance introduced by CODI and examined its effects on the 
classification task of longitudinally identifying individuals 
(Fig. S3). We found that excessive variance resulted in a worsened 
classification efficacy, particularly when few samples were gener
ated. Generating larger datasets, however, mitigated these risks 
and made the classification more robust to the excessive variance. 
This emphasized the need to generate a large number of simulated 
samples with our proposed approach. This finding is consistent 
with the known principle that a higher ratio of features to sample 
size increases the likelihood that an ML model will fit to noise rather 
than the targeted underlying patterns (38).

Cross-specimen generalization
Molecular profiling applications involve the use of diverse sample 
specimens—e.g. serum or plasma as cell-free products of system
ic blood (Fig. 4a). Selecting an appropriate specimen is typically 
made in a study design phase, considering factors like ease of col
lection and biological relevance (39, 40). However, limitations may 
arise from a preemptive selection as insights gained from one spe
cimen may not generalize when transferred to another. For in
stance, assume a dataset of plasma spectra is available. Later, 
the need arises to classify and compare unlabeled spectra that ori
ginate from serum samples. This prompted an intriguing ques
tion: how well would a classifier trained on plasma spectra 
perform when tested on serum spectra? The straightforward an
swer is that the classification is likely to fail, due to underlying mo
lecular differences between the specimens (41). Effective 
classification necessitates the inclusion of training instances 
from different specimens, each with sufficient representation to 
capture class-specific distributions—a highly resource-intensive 
process. As proof-of-principle, here we demonstrate the potential 
versatility of the CODI framework to enable such a domain adap
tation application, while minimizing the need for extensive bio
logical dataset collection.

The IR spectra of plasma and serum share many characteris
tics, due to their relatively similar molecular profiles (Fig. 4b). 
The main spectral variations stem from the plasma preparation 
process, which involves the use of ethylenediaminetetraacetic 
acid (EDTA), as demonstrated in previous work (42). To achieve 
effective classification flexibility between specimens, their differ
ences must be well-characterized. This can be achieved by calcu
lating differences between experimental plasma and serum 
measurements of the same collected blood sample (Fig. 4c). 
With CODI, we incorporated such characterized differences into 
an independent experimental dataset of plasma spectra to gener
ate simulated spectra that resemble a mixture between the speci
mens (Fig. 4d).

Next, we revisited the task of identifying individuals from a giv
en population as a metric to estimate the capacity of cross- 
specimen generalization. We performed this investigation in the 
Lasers4Life-LG cohort (Fig. 4e), where both serum and plasma 
were available from the same individuals at all blood donations. 
The dataset was split into a training set, consisting of 4–12 dona
tions per individual, and a test set, consisting of the remaining 
follow-up donations. As a benchmark, we first examined the effi
cacy of training two classifiers—one trained on experimental plas
ma spectra and one trained on simulated plasma spectra, testing 
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both on plasma spectra (Fig. 4f, left panel). This investigation 
confirmed the earlier discovery—in that, with sufficiently large 
experimental training sets, both experimental- and simulation- 
based classifiers perform similarly.

We then applied the same classification procedure, but testing 
on the serum measurements (Fig. 4f, right panel). For this ana
lysis, we employed CODI to generate a training set of plasma/se
rum mixtures. In order to eliminate the risk of test data leakage, 
the differences between plasma and serum samples were charac
terized from blood samples of an independent cohort of individu
als (Supplementary Information). A substantial drop in prediction 
efficiency was observed for the classifier trained on experimental 
plasma spectra, achieving an accuracy of 0.34. Remarkably, the 
classifier trained on simulated mixture spectra nearly fully recov
ered the initial classification efficiency—achieving an accuracy of 
0.89. This unexpected finding demonstrated that CODI enabled 
the creation of a dataset that can even be robust to variations in 
biological specimen characteristics.

Altogether, this proof-of-principle analysis further demon
strated the potential of CODI to overcome analytical limitations, 
enabling a classification transfer despite significant measurement 
deviations. For one, there is no need to re-collect a large number of 
specimens when deviations occur in the sample collection 

procedure. One can leverage a limited set of measurements that 
characterize differences between specimens, collected in a 
class-independent fashion. CODI may then extend ML applications 
to different specimen variations. Nevertheless, here we only dem
onstrated such potential on serum and plasma. If the specimens 
widely vary in their molecular composition and reflection of physi
ology (e.g. blood-based vs. urine- or saliva-based media), this ap
proach may not perform as effectively as demonstrated here. A 
promising avenue for future exploration may involve adapting a 
classifier trained on EDTA plasma for use with citrate samples (43).

Generalization to independently acquired datasets
A crucial aspect in determining how well a medical diagnostic as
say is likely to perform is to test it on unseen samples. In biodiag
nostic applications, a cross-validation procedure is commonly 
applied to get an estimate of true (external) classification perform
ance. However, if a bias exists in the collected dataset, e.g. con
founding information caused by measurement “batch effects,” 
the estimated performance may not be reproduced when the clas
sifier is truly externally validated (44). To test this in a relevant 
medical application, we considered our previous work (31)—in 
which four cancer entities were classified against nonsymptomatic 
cancer-free controls. In contrast to our prior work which employed 

a b

c d

e f

Fig. 4. CODI enables classification flexibility across biological specimen variants. a) Plasma and serum were collected as cell-free products of whole venous 
blood. b) Experimental spectra were measured from several plasma and serum samples of the same individuals. c) Differences between spectra of plasma 
and serum, processed from the same whole blood sample, were calculated to reveal the characteristic variations between the specimens. d) CODI enabled 
the creation of simulated spectra of plasma/serum mixtures by utilizing the characteristic variations between the specimens as a calibration set. e) Setup of 
Lasers4Life-LG cohort in which the same individuals repeatedly participated in venous blood sampling over time. Donations were split into a training set and 
a test set, with blood plasma and serum processed from all donations. f) Individual identification accuracy utilizing the Lasers4Life-LG cohort as a basis for 
training and testing. Left panel depicts the accuracy of classifiers trained on experimental plasma fingerprints and simulated plasma fingerprints—testing 
both classifiers on experimental plasma fingerprints. Right panel depicts the accuracy of a classifier trained on experimental plasma fingerprints and 
simulated fingerprints of plasma/serum mixtures—testing both classifiers on experimental serum fingerprints.
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cross-validations (31), here the samples were initially split into a 
training and a test set, then measured independently (Fig. 5a, left 
panel).

As a benchmark, we first investigated the performance of clas
sifying each cancer entity, relying on a cross-validation procedure 
(Fig. 5b, gray curves/bars). The cross-validation was performed 

exclusively on the training set of experimental samples and the 
receiver operating characteristics (ROC) curve of the validation 
splits was examined for each cancer entity. Next, we trained a 
classifier on the training set of experimental samples, testing it 
on the test set of experimental samples (Fig. 5b, black curves/ 
bars). This investigation revealed that the classification efficiency 

a

b

c

Fig. 5. CODI recovers lost classification efficacy on independently measured case–control test sets. a) Setup of eight binary classifications, spanning 
diverse health conditions, in two independent clinical studies. IR spectroscopy of blood plasma was performed on all samples. Training and test sample 
sets were measured independently under different measurement device conditions—including a gap in measurement time, measurement device 
maintenance, and component replacements. b) Cancer detection was investigated under three different setups of estimating classification efficiency. For 
the simulation-based training, CODI was employed to introduce measurement variability into the training set measurements. All ROC curves are 
depicted for the validation/test splits of the data (upper panel), along with the estimated AUCs (lower panel). c) Classification efficiency when training a 
classifier on experimental observations and applying CODI to train a classifier on simulated data utilizing varying training sample counts as a basis for 
training. Classifier testing was performed exclusively on held-out experimental test sets.
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across the four cancer entities decreased when tested on the later- 
measured samples. This validated the prior notion that cross- 
validation estimates may not be entirely reproduced with a 
train-test split classification setup.

Next, we questioned whether CODI can aid in such a scenario. 
In principle, by introducing class-invariant empirical variability 
into a training set of measurements, we can practically make 
the learning task more difficult for the classifier. Potentially, this 
would enable the classifier to appropriately weigh features that 
are more robust to measurement artifacts, making it rely on infor
mation that is likely to be reproduced in unseen data.

To test this, we employed CODI to introduce added variance to 
the training set of measurements (Supplementary Information). 
Among these were added levels of between-person biological vari
ability, calculated from independent cohorts of individuals, as 
well as variability from quality control samples—none of which in
volved the clinical samples from the test sets. Across the four 
cancer entities, we revealed that an improvement in prediction ef
ficiency was indeed observed when testing the classifiers on the 
held-out test sets (Fig. 5b, blue curves/bars). The most impressive 
improvement was for the lung cancer application, where the area 
under the ROC curve (AUC) was nearly fully recovered and was 
comparable to the prior cross-validation estimate. For the remain
ing cancer entities, the CODI framework still provided an advan
tage, though not to the same extent as lung cancer. This may be 
partly attributed to the occurrence of measurement artifacts in 
the training set that happened to correlate with the outcome of 
interest, leading to an overly optimistic AUC estimate during cross- 
validation. It may also be partially due to the generally smaller sam
ple sizes used for testing the classifier, and the randomly selected 
test samples included cases and controls that were more difficult 
to distinguish than those in the training set (e.g. due to inherent 
physiological variations that interfere with the cancer signals).

Nevertheless, compared to directly training on experimen
tal observations, including CODI consistently led to improved 
classification output on independently measured test samples.

Influence of experimental training cohort size
To further examine under which conditions CODI facilitates a 
more robust classification, we repeated the above case–control in
vestigations but varied the number of experimental observations 
utilized for training (Fig. 5c). In addition to the previous cancer ap
plications, here we also examined case–control applications in
volving IR fingerprints from the KORA cohort (33)—focusing on 
detecting common health physiologies (Fig. 5a, right). Given the 
longitudinal design of the KORA cohort, we randomly selected 
50% of the measurements from the first sample donation for the 
training set. The second sample donation, measured independ
ently 2.7 years after the first (Supplementary Information), served 
as the test set, including only samples from individuals not in
cluded in the training set.

We then randomly selected samples from the training sets at 
varying cohort sizes to train several classifiers on each subset of se
lected samples (Fig. 5c). First, we trained directly on the experimen
tal observations, always testing on the held-out test sets (Fig. 5c, 
black curves). Unsurprisingly, the smaller the training set was, 
the worse the classifier performed on the experimental test sets. 
We then employed CODI to generate simulated datasets that uti
lized the experimental observations at each sample count as seed 
input (Fig. 5c, blue curves). Here, it was revealed the classification 
with CODI almost consistently outperformed the experimental 
modeling approach across the varying sample counts available as 
a basis for training. Notably, for the detection of dyslipidemia and 

type-2 diabetes, two conditions with strong molecular deviations 
reflected in IR fingerprints, CODI provided the largest advance 
when smaller training sample counts were available.

For the detection of prediabetes and hypertension, no clear ad
vantage was observed by incorporating CODI into the classification 
workflow. This could either stem from the experimental training 
data already closely resembling the test data distribution, or be
cause the variability introduced by CODI failed to effectively cap
ture the distribution shifts present in the test data. While no 
advantage was observed for these two conditions, including CODI 
did not have an adverse impact on the classification. This observa
tion suggested that integrating CODI into the classification pipeline 
may be an effective standard practice as it either enhances predic
tion performance or, at minimum, does not impair it.

Altogether, our findings show exciting promise for the pro
posed CODI framework. The value of the method has been dem
onstrated in the context of several biomedically relevant 
applications, where the method achieved improved ML classifica
tion output for several practical applications.

Computational efficiency
The computations behind CODI follow a straightforward proced
ure. Essentially, its practical implementation involves generating 
random numbers, matrix multiplication, and matrix addition. 
This allows the strategy to efficiently scale when generating large 
datasets, depending on the size of the seed input and variability 
calibration datasets (Fig. S4). The typical runtime to generate a da
taset ranges from milliseconds to a few seconds on standard hard
ware—see Supplementary section “Computational Efficiency.”

Discussion
Multimolecular profiling and computational modeling offer 
promising avenues to advance our understanding of biological 
systems. In this study, we introduced CODI, a framework designed 
to enrich collected datasets to facilitate robust analytics for prob
ing molecular systems. Across several experimental settings, we 
rigorously tried and tested the framework to demonstrate its val
idity. We examined how different analytical and biological varia
tions influenced IR molecular fingerprints and revealed the 
framework’s advantage in overcoming the limitations of unrepre
sentative observational datasets.

Effectively, the datasets generated through CODI enable an ML 
algorithm to better capture latent information present in a stud
ied dataset, guiding it to distinguish which features are most rele
vant and reproducible. Such a strategy is particularly valuable 
when collecting large, representative datasets presents a limita
tion. This is exemplified in the context of studying pathophysio
logical phenomena through molecular profiling (e.g. omics 
studies). In such instances, biological experimentation or medical 
studies demand substantial involvement, including the probing of 
a significant number of subjects, considerable time for phenotypic 
evolution, and the added constraints of intricate sample collec
tion and handling (1, 2, 4, 9, 45–47). Another layer of complexity 
comes from the fact that biological variations at an organismal 
level are inherent—due to the dynamics of biological systems 
and human physiologies (e.g. recycling, turnover, rhythmic oscil
lations, aging) (1, 48–52). These challenges are further com
pounded by the often involved quantitative measurement 
procedures. Factors like the wear and tear of measurement device 
components, routine maintenance, and sensitivity to environ
mental conditions all may lead to “batch effects” that are often 
specific to analytical approaches (3, 5, 7, 20, 53, 54). Ultimately, 
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these challenges hinder the generalization of insights to unseen, 
later collected and measured samples.

The OOD generalization problem is well-known in ML research, 
and the development of methods to address it is likely to receive 
increasing attention (22, 24, 25). Previous works have proposed 
several strategies to address domain shifts between source and 
target data. Some strategies include developing regularizers for 
learning domain-invariant data representations (55–58), training 
a collection of models that infer different patterns of the data 
(59), engineering proxy features that are robust to distributional 
shifts (60, 61), and employing augmentation techniques through 
synthetic sample creation (26, 62). Typically, the developed strat
egies are focused on applications related to image analysis and 
natural language processing tasks. For instance, data augmenta
tion in image analysis often involves manipulating training in
stances through geometric modifications (e.g. rotation, skewing, 
cropping), color adjustments, and noise introductions, which 
can facilitate generalization to practical variances (26). Data aug
mentation has also been applied to measurements of biological 
signals from electroencephalography (EEG), electromyography 
(EMG), Raman, and near-IR spectra (63–70). While existing aug
mentation methods often involve random noise introductions, 
signal warping, and decomposition of available datasets, CODI ex
tends the concept by taking advantage of additional calibration 
measurements to augment a dataset with actual empirical vari
ance. CODI thus offers a tangential augmentation strategy to 
model domain shifts, which is especially valuable for molecular 
fingerprinting applications—where inferring potential measure
ment variances without empirical observations is challenging. 
Further research that builds upon OOD concepts can greatly bene
fit molecular fingerprinting methods, given the difficulties associ
ated with obtaining sufficiently representative datasets.

In our investigations, we addressed the topic of barely super
vised learning (71)—where the set of labeled training samples is 
limited to very few observations per class. Given the experimental 
constraints of populational sampling over year-long time-frames, 
we examined whether the number of sequential samplings of the 
same individual over time could be minimized with CODI. With 
the example of IR fingerprinting, we surprisingly identified that 
only a single baseline measurement is sufficient to follow-up 
and identify an individual in a population at a later time point. 
Although the identification of the same individual in a heteroge
neous population is only a distant approximation to identifying 
physiologically relevant deviations, it presents a foundation for 
the concept of longitudinal probing. Our generic framework can 
be quickly adopted to possibly spare unnecessary samplings and 
inform future prospective studies.

Further applications of CODI to IR spectroscopic fingerprinting 
showcased its versatility and potential impact in aiding model 
generalization. We observed a remarkable level of comparability 
across experimental data collected over almost a decade, under
lining the method’s ability to improve classification efficacy on in
dependently measured test sets. The adaptability of the 
framework extended to a proof-of-principle application that in
volved training a classifier on one sample medium (plasma) and 
applying it to another (serum). This application demonstrated 
the potential of CODI to streamline cross-specimen dataset ana
lyses in various biological and biomedical applications. Such a 
strategy may be particularly valuable when gathering data sets 
from retrospective studies or online repositories to help ensure 
specimen comparability to another envisioned application—i.e. 
domain adaptation applications (72, 73). Another promising use 
of CODI would be to harmonize data obtained from different 

measurement devices (e.g. several spectrometers made by the 
same or different manufacturers), potentially improving ML mod
el transferability between them (5).

It is imperative to emphasize that our proposed method shall 
not be positioned as a replacement for improving study designs, 
better standardization of classical analytical procedures, and 
computational data preprocessing steps. Such aspects remain es
sential when establishing a molecular profiling platform to help 
satisfy i.i.d. assumptions between train-test datasets. In addition 
to efforts aimed at ensuring train-test dataset comparability, the 
motivation of our method is to work around the instances when 
the assumption is violated due to inevitable sources of error and 
variability that cannot be eliminated.

An inherent limitation of the proposed method is its reliance on 
a priori knowledge about the sources of possible empirical varia
tions. This presents a challenge as gathering such information 
may require extensive experimental evaluations of biological 
and analytical variations. Furthermore, the characterized sources 
of variability must adequately represent the true possible do
main of empirical variability for any successful application. 
Therefore, continuous refinement through more controlled ex
periments to include several, independent, sources of variance 
holds potential to further enhance the utility of the framework. 
Nevertheless, once the domain of possible variance is success
fully characterized for a given molecular system and analytical 
procedure, the same characterizations may be repeatedly uti
lized in diverse applications.

While our practical investigations focused on blood-based IR 
spectroscopy to aid in vitro diagnostics, applications of CODI are 
not limited to this context. The principle and mathematical foun
dation of CODI are sufficiently generic to be translated to examin
ing diverse biological systems, medical problems, measurement 
modalities, and ML tasks. Applications involving NMR spectros
copy, mass spectrometry, and Raman spectroscopy serve as direct 
extensions that can be explored with the same approach and code 
implementation. Additionally, CODI holds potential for applica
tions related to cell typing and the integration of single-cell multi
modal omics data—given the inherent challenges associated with 
obtaining accurate measurements of cell type populations at 
scale, where out-of-distribution measurement events are preva
lent (74, 75). Altogether, the presented framework establishes a 
foundation for future explorations to enhance the robustness of 
molecular analytics while conserving the resources required to 
gather representative datasets.

Materials and methods
Additional details on implementing CODI, our applications, data
sets, experimental procedures, and ML analyses are provided in 
the Supplementary Information.

In brief, the simulation model behind CODI is designed for exten
sibility, such that it can be applied in various applications and for 
different measurement modalities. The modeling framework in
volves utilizing seed observations {si ∣ i = 1, . . . , m} that are repre
sentative of properties intrinsic to a phenomenon of interest. For 
instance, a seed observation might represent the mean observation 
of a class of samples (e.g. healthy control), while another corre
sponds to a different class (e.g. disease sample). Variability is intro
duced to the seed observations si through the addition of random 
functions f1, f2, . . . , fm, simulating a measurement as a statistical 
variable Y in the following generalized form:

Y = si + f1 + f2 + . . . + fm.
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Repeatedly applying the above model would generate a cohort of si
mulated measurements, in arbitrary size, centered around si and 
incorporating the variations introduced by f1, f2, . . . , fm.

The functions f1, f2, . . . , fm can be characterized by ab initio cal
culations or bottom-up models that each represent a source of ex
pected data variance. However, the former is often specialized 
and problem-specific. An alternative descriptive approach that re
lies on collecting datasets of calibration measurements which in
corporate the levels of expected variance can be easily applied to a 
variety of problems. For instance, quality control samples can be 
subjected to different freezer-storage durations, number of 
freeze/thaw cycles, and aliquoting of samples by different opera
tors. The quality control samples can then be repeatedly meas
ured under different measurement device conditions. The 
variance observed in this calibration dataset would be reflective 
of potential sources of variance in handling and measuring sam
ples from the original dataset modeling a certain phenomenon 
(e.g. biofluids of cases and controls). This variance can then be in
troduced by defining the function f1. Other potential sources of 
data variance, such as biological variability, can be modeled by us
ing additional calibration datasets reflective of the variability 
sources.

When employing CODI, it is crucial to ensure that the intro
duced variability is derived from samples independent of the 
test samples to prevent data leakage. Across our applications, sev
eral sources of variability were modeled. For the variability calcu
lated from QC (commercially purchased pooled human serum) 
and technical replicate (water) samples, there is no risk of data 
leakage as these samples are independent of all clinical study 
samples. The remaining sources of variability were derived from 
measurements of clinical study samples. To eliminate the risk 
of data leakage when investigating a classification task in one of 
the clinical studies, any additional variance missing from the ex
perimental training set was modeled from the other, entirely inde
pendent clinical studies. Thus, the test sets were completely 
held-out when simulating data and training classifiers.

Four independent study cohorts were utilized in this study: 
Lasers4Life-LG (30), BioPersMed (28), KORA (29, 33), and 
Lasers4Life-Cancer (31). Lasers4Life-LG involved the collection of 
blood serum and plasma from 31 healthy individuals initially 
sampled up to 13 times over a 7-week period, with an additional 
follow-up after 6 months as detailed in a previous publication 
(30). Since this initial publication, the same individuals were in
vited to participate in two additional sample donations at 3.5 
and 4.5 years post their initial involvement. The Lasers4Life-LG 
study was approved by the Ethics Committee of the Ludwig- 
Maximillian-University (LMU) of Munich and all participants pro
vided written informed consent (research study protocol #17-532). 
BioPersMed is an ongoing population-based cohort performed at 
the Medical University Graz, Austria (28). Repetitive examinations 
of participants were conducted in 2-year intervals. In the current 
study, we utilized blood plasma samples and medical data from a 
subset of 44 healthy individuals (out of 1,022 participants). The 
BioPersMed study was approved by the Ethics Committee of the 
Medical University of Graz, Austria (EC Nr. 24-224 ex 11/12; project 
application number 4008_22). KORA is a population-based cohort 
in Southern Germany (29). The cohort comprised of an age- and 
gender-stratified sample of participants randomly drawn from 
the resident registration offices within the study area. In the 
current study, we utilized blood plasma samples and medical 
data from the second and third visits (named KORA-F4 and 
KORA-FF4, respectively). The available KORA-F4 data consisted 
of 3,044 samples, while the KORA-FF4 data consisted of 2,140 

samples. A subset of 2015 individuals participated in both sam
plings, while 1,154 individuals participated in only one of the sam
plings. The KORA-F4 and KORA-FF4 study methods were 
approved by the ethics committee of the Bavarian Chamber of 
Physicians, Munich (EC No. 06068). Lasers4Life-Cancer is a case– 
control study cohort involving several cancer entities where 
both serum and plasma are collected (31). The samples utilized 
in this study largely overlapped with samples from our previous 
study (31)—although the measurement procedures differed 
(Supplementary Information). Since the original publication, 
blood plasma and serum samples from different individuals 
were collected and included in this study. Case samples were col
lected prior to cancer-related treatment. Nonsymptomatic controls 
were pair-matched to cancer cases by age, gender, and body mass 
index. All participants in the Lasers4Life-Cancer study provided 
written informed consent for the study under research study proto
col #17-141 and under research study protocol #17-182, both of 
which were approved by the Ethics Committee of the LMU of 
Munich. The clinical trial is registered at the German Clinical 
Trials Register (ID DRKS00013217).

Experimental measurements were performed on a Fourier 
transform IR (FTIR) spectrometer, with liquid samples injected 
into a flow cell and spectra recorded in transmission mode as in 
previous studies (30, 31, 33). The spectrometer underwent routine 
maintenance, with components replaced as needed throughout 
all measurements (Supplementary Information).

Multiclass classifications were performed using a nearest 
neighbor algorithm for applications involving a single training in
stance per class. For multiclass applications involving more than 
more training instance per class, a linear discriminant analysis 
(LDA) algorithm was applied. PCA was applied prior to multiclass 
classifications (Fig. S5 for details on the effects of PCA). Binary 
classifications were performed using a logistic regression with a 
ridge penalty. All classification metrics were reported on held-out 
test experimental samples. Additional details are provided in the 
Supplementary Information.
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