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ARTICLE INFO ABSTRACT

Keywords:

Microbeam radiation therapy Purpose: Microbeam radiation therapy (MRT) has shown superior healthy tissue sparing at equal tumour
Line-focus X-ray tube control probabilities compared to conventional radiation therapy in many preclinical studies. The limitation
Focal spot visualisation to preclinical research arises from a lack of suitable radiation sources for clinical application of MRT due to
Multislit collimator high demands on beam quality. To overcome these limitations, we developed and built the first prototype of a
Monte Carlo simulations line-focus X-ray tube (LFXT). During commissioning, characterisation of the X-ray focal spot is necessary. For

the generation of microbeams, we require a specially designed collimator adapted to the LFXT.

Methods: We present an adapted edge method and a pinhole method for focal spot measurements of the LEXT
prototype as well as the design of the microbeam collimator with a slit width of 50 pm, spaced by 400 pm.
Monte Carlo simulations validated the focal spot measurement techniques and the design of the collimator.
Results: We showed that the adapted edge method is more complex but superior to the adapted pinhole
method in terms of quantitative validity. Simulations for the microbeam collimator showed a sharp microbeam
dose profile with a peak-to-valley dose ratio (PVDR) above 23 throughout 50 mm of water.

Conclusion: During commissioning, the adapted focal spot visualisation methods will be used to determine
the focal spot dimensions and to optimise machine parameters. The LFXT prototype will enable preclinical
MRT with significantly higher dose rates than any other compact MRT source and will pave the way for the
first clinical trials in a hospital setting.

1. Introduction alternating between regions with doses up to several 100 Gy (called
peaks) and regions only receiving scattered dose (called valleys) [4].

In the year 2020, approximately 20 million new cases of cancer The microbeam pattern shows a peak-to-valley dose ratio (PVDR)

were registered worldwide, and one in 10 deaths can be attributed that commonly ranges between 20 and 100 [5] and is facilitated by a

to cancer [1]. Every second cancer patient receives external beam tungsten multislit collimator in the X-ray beam [6]. Often, microbeam

radiation therapy [2], but the applicable dose and, thus, the treat- collimators consist of several stacked plates with individually wider

ment outcome is often limited by radiation-induced side effects to
the surrounding organs at risk. One approach to overcome these lim-
itations is microbeam radiation therapy (MRT), which is a form of
spatially fractionated radiation therapy first explored by Slatkin et al.
in 1992 [3]. With MRT, the X-ray field is modulated into 25-100 pm-
thick planar beams spaced by 100-400 pm centre-to-centre distance.
This dose modulation leads to a stripe pattern in the irradiated tissue

slits shifted by a fraction of the slit width to circumvent manufacturing
limitations [7,8]. Another approach for generating microbeams is by
alternated stacking of foils of highly and little absorbing materials [9,
10], which, however, compromises the achievable PVDR. Numerous
preclinical studies on MRT have been conducted both in-vitro and
in-vivo, showing an enhanced differential effect with healthy tissue
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tolerating unconventionally high peak doses and tumorous tissue being
heavily damaged [11-14].

The X-ray source used for MRT needs to have a focal spot not larger
than the slits of the collimator to limit the geometrical blur of the
dose modulation on a micrometre scale. Additionally, energies in the
orthovoltage regime are necessary to minimise the range of secondary
electrons, allowing for steep beam penumbras while simultaneously
reaching deeper seated tumours [5]. Furthermore, high dose rates are
necessary for clinical applications to prevent blurring of the microbeam
pattern due to organ motion [15]. The only radiation sources presently
available fulfilling these requirements are 3rd-generation synchrotrons,
which are, due to their large sizes and costs, unsuitable for clinical rou-
tine [5]. For preclinical experiments, other radiation sources have been
employed, ranging from conventional X-ray tubes [16,17] to carbon
nanotube sources [18] and inverse Compton scattering sources [19].
These preclinical microbeam sources lack sufficiently high energy, a
sufficiently high dose rate, or a sufficiently small effective source spot
for clinical MRT.

To overcome the limitations of the available compact X-ray sources
for MRT, we designed and built the first prototype of a line-focus
X-ray tube (LFXT). The LFXT is based on the rotating anode X-ray
tube principle but is designed to be operated within the heat capacity
limit [20]. The heat capacity limit enables the LFXT to reduce the
focal spot width down to 50 pm and less without affecting the focal
spot temperature. In the heat capacity limit, the focal spot temperature
is mainly determined by the heat capacity of the target material, in
contrast to conventional X-ray tubes, where the heat conductivity of the
target material determines the focal spot temperature. That way, the
LFXT is able to overcome the temperature limitations at the focal spot
that conventional X-ray sources face and achieves the necessary beam
characteristics for MRT. This enables the usage of high electron beam
power focused on a very narrow focal spot. The LFXT prototype in our
lab is designed to produce dose rates of more than 10 Gy/s at a water
depth of 15 mm at a distance of 20 cm from the focal spot according
to Monte Carlo simulations with a field size of 40 mm with an electron
beam power of 90 kW focused into a 20 mm-long and 50 pm-wide focal
spot [21,22].

Currently, we are in the process of commissioning the LFXT pro-
totype. The generation of microbeams requires the formation of a
narrow focal spot and a specialised multislit collimator forming the
microbeam pattern. An essential step is the characterisation of the
electron focal spot on the target in order to adjust the magnetic electron
beam focusing. A sufficiently narrow focal spot, achieved by precise
beam focusing, is required for a sharp microbeam dose profile behind
the multislit collimator. Here, we report on two standard methods
for characterising the X-ray focal spot that have been adapted to the
requirements of the LFXT prototype, as well as the design of the
microbeam collimator. The methods for focal spot characterisation and
the collimator design are validated using Monte Carlo simulations.

2. Materials and methods
2.1. System overview of LEXT prototype

We designed the LFXT prototype for an electron beam current of
300 mA at a maximum acceleration voltage of 300kV with the X-
rays being emitted from a focal spot that is 50 pm wide and 20 mm
long. For a future clinical version, acceleration voltages of up to 600 kV
are planned, allowing the treatment of deeper seated target volumes.
Lower voltages limit the penetration depth and thereby allow the
treatment of target volumes close to the patient’s surface. In Fig. 1, the
LFXT prototype is shown with important components highlighted. The
electron beam impinges onto the target parallel to the surface normal,
and the primary X-ray beam is taken at an angle of 45° to the surface
normal of the target.
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The acceleration voltage and current are produced by two high-
voltage generators delivering 300 mA each at +/— 150KkV, respectively.
Electrons are emitted from a thermionic cathode surrounded by a pierce
electrode for beam control and primary focusing connected to the
negative high-voltage source. The electron beam is accelerated towards
a dedicated anode connected to the positive high-voltage source and
passes through an elongated slit in the anode into the beam pipe. A
series of magnets installed around the beam pipe focus the electron
beam into its final shape on the target, where it impinges and creates
X-ray photons. More information on the electron source and accelerator
can be found in the publication by Matejcek et al. [23].

For operation in the heat capacity limit, the target of the LFXT
prototype will rotate with a surface speed on the order of 200 m/s,
causing both thermal stresses due to high temperature gradients in
the material and mechanical stresses due to centrifugal force. The
body of the target is made of a tungsten—zirconium-molybdenum alloy
(TZM) with a diameter of 240 mm containing a 1 mm thick focal track
made of a tungsten-rhenium alloy at the base of the cylindrical body.
Detailed information on the target is given in the publication by Winter
et al. [22].

2.2. Focal spot characterisation

Two approaches for imaging the focal spot of the LEXT prototype
have been implemented. Adaptation of standardised approaches is
necessary due to the extremely asymmetric and unconventionally large
focal spot of the LFXT prototype combined with the 45° angle between
the target surface, acting as the focal plane, and the X-ray beam axis.

We evaluate the performance of both approaches by Monte Carlo
simulations assuming a rectangular, isotropic photon source. Both
methods create an image of the focal spot with reduced resolution
depending on the point spread function (PSF) of the method. Based
on the simulated photon source, the obtained image and assuming a
Gaussian PSF, the resolution is determined iteratively as the PSF full
width at half maximum. The analysis and reconstruction procedures
for both approaches are done using Python 3.

2.2.1. Pinhole method

One approach conventionally used to image the intensity distribu-
tion of the focal spot of an X-ray source utilises a so-called pinhole to
form a camera obscura [24]. The pinhole is placed between the focal
spot and the detector and consists of a highly absorbing plate with a
very small aperture, allowing photons to pass. The main advantage of
the pinhole method lies in its simplicity, as it yields a 2D representation
of the focal spot within a single image without additional assumptions.
However, the size of the pinhole is a trade-off between resolution
and efficiency, and satisfactory signal-to-noise ratios often require long
exposure times. Moreover, smaller pinholes need a higher angular
alignment precision.

An analogue X-ray film can be used instead of a less resolving
digital detector, limited only by the film grain size and the resolution
of the scanner used for digitisation. On the resulting digital image, we
apply the Richardson-Lucy-deconvolution algorithm [25,26] to reduce
the influence of the pinhole and increase the resolution. Due to the
large size of the focal spot and the angle between the beam axis and
the focal plane of 45°, the size of the pinhole changes depending on
the viewing angle. This leads to distortions in measured intensity and
magnification that cannot be neglected. These distortions are corrected
by approximating the visible aperture of the pinhole for each pixel. In
the last step, the image is projected onto the source plane, resulting in
a quantitative intensity distribution of the focal spot.
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Fig. 1. A Horizontal cut (top view) through the CAD model of the LFXT prototype at the height of the electron and X-ray beam. On the left, the accelerator chamber with the
cathode in yellow, the pierce electrode in blue, and the anode in red are shown, followed by the electron beam pipe surrounded by two quadrupoles and a dipole magnet in
green. On the right is the target chamber with the target in orange and the primary beam exit in purple. The electron and X-ray beams are symbolised by thick magenta dashed
lines with an angle of 45° between them. From left to right, the vacuum chamber has a size of 1.1 m. B Photograph of the assembled vacuum chamber inside the cabinet with
the accelerator and target chamber, the magnetic optics and the beam exit labelled for orientation.

\ Source Plane

Effective Source Plane

Beam Axis
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Fig. 2. Sketch of the measurement setup depicting the focal spot on the source plane, the effective source plane, an exemplary X-ray cone originating from the centre of the focal
spot, the detector and the edge under an exemplary angle. For measurements and simulations of the pinhole method, the edge is exchanged for a pinhole.

2.2.2. Edge method

The second approach for measuring the intensity distribution of the
focal spot of the LFXT prototype utilises a highly absorbing knife edge,
as shown in Fig. 2 [27]. The one-dimensional derivative of the image on
the X-ray detector perpendicular to the edge is the line spread function
(LSF), which in turn is a line-integral projection of the focal spot.
Therefore, the two-dimensional intensity distribution of the focal spot
can be reconstructed similarly to computed tomography by acquiring
projections under various edge angles. On the one hand, this method
can achieve a very high resolution, which depends on the detector, the
image statistics, and the number of projections. On the other hand, it
requires a complex reconstruction and many projections, rendering it
time-consuming. In the case of the LFXT prototype, it is necessary for
reconstruction to assume that the source plane is parallel to the image
plane. Projection from the assumed parallel source plane to the real
source plane is done after reconstruction, see Fig. 2.

The first step in measuring the focal spot using the edge method
is to acquire images under various angles of the edge rotated around
the beam axis. Due to the highly asymmetric focal spot of the LFXT
prototype, different geometrical magnifications are necessary for dif-
ferent angles to optimise resolution while fitting the magnified source
into the field of view of the detector. The Nyquist frequency gives the
number of necessary projections and depends on the resolution and size
of the desired reconstruction field of view. As this can lead to a high
number of images, a motorised stage for rotating the edge and a digital
X-ray detector are highly favourable. Here, we assumed a photon-
counting detector with 100 pm pixel size and box-like point spread

function (PSF). Filtered back-projection from Radon space to image
space requires a uniform angular sampling of projections, leading to a
high number of projections if a high resolution and a large field of view
is required. To reduce the necessary number of projections, anisotropic
pixels with different sizes of 100 pm in horizontal and 1 pm in vertical
direction are defined during reconstruction for a 30.0 x 0.2 mm? field of
view (reconstruction space). Angular sampling for the Radon transform
is done uniformly within reconstruction space using the corresponding
Radon projections in real space. Hence, all projections contain an equal
amount of information for the reconstruction, but sampling within real
space is highly non-uniform.

In the second step, each image needs to be processed individually,
starting with finding the precise position and angle of the edge in the
image. With the geometry of the edge known, the pixels are sorted
according to their distance perpendicular to the edge, resulting in a
low-resolution edge spread function (ESF). Next, we apply an iterative
back projection algorithm [28] adapted for one-dimensional data on a
non-regular grid to get the high-resolution ESF. The algorithm intrinsi-
cally samples onto a regular grid and reduces noise. Additionally, we
apply a Gaussian filter to reduce the noise of the high-resolution ESFs
further and enable derivation of the LSF. Finally, the individual LSFs
are geometrically projected onto the effective source plane.

After gathering all individual LSFs, we use the simultaneous alge-
braic reconstruction technique (SART) [29] for parallel beam geometry
to reconstruct the effective focal spot. As mentioned before, we as-
sume anisotropic pixels within the reconstruction space to reduce the



C. Petrich et al.

Physica Medica 129 (2025) 104861

-\

Fig. 3. Sketch of the collimator with the focal spot in red. The collimator slits are shown broader and fewer in number for clarity. The cone represents an exemplary X-ray beam

originating from the centre of the focal spot.

necessary number of projections. For this, the individual LSFs need to
be scaled according to the size of the respective reconstruction pixel,
depending on the projection angle and intensity, due to the angle-
dependent length of the projection path. The reconstructed effective
focal spot must then be projected from the reconstruction plane, which
is parallel to the detector plane, to the real focal plane tilted by 45°.
For this step, it is necessary to assume that all projections have been
acquired with the same geometrical magnification. The projection onto
the focal plane then yields the quantitative spatial intensity distribution
of the focal spot X-ray intensity.

2.3. Microbeam collimator for LFXT prototype

The microbeam collimator was made of a solid body with slits
allowing the microbeams to pass. The requirements for the collimator
resulted from the desired dose profile as well as the geometry of the
LFXT prototype: The microbeams should have a width of 60 pm and a
centre-to-centre distance of 480 um at the target distance of 162.5 mm
from the focal spot. To maximise the achievable dose rate in the target,
the collimator position should be as close to the beam exit window
as possible, where the outer surface of the flange has a distance of
116.5 mm from the focal spot. The leakage radiation should be below
0.025% of the primary X-radiation with a 300kVp spectrum from a
tungsten target, which we calculated with the energy-dependent mass
energy absorption coefficients. The rectangular field size should cover
the entire beam that passes through the beam exit window with a
diameter of the clear aperture of 16 mm at 109.6 mm from the focal
spot. The compact X-ray source provides a divergent beam, to which the
divergence of the slits had to be adapted based on the distance between
the collimator and the focal spot. Also, the angle of 45° between the
focal spot plane and the beam axis, see Fig. 2, had to be incorporated
into the collimator design as tilt angles of the slits.

These requirements led to a collimator position (defined at rear
side of the collimator, facing the sample) of 135 mm from the focal
spot and a field size of 20 mm in x-direction and y-direction. The
coordinate system of the collimator is shown in Fig. 3. The slit length
in y-direction equalled the field size of 20 mm. In x-direction, the slit
width was 50 pm and the slit spacing was 400 pm (defined at the rear
side of the collimator), resulting in a total of 49 slits. The slits had to
follow the microbeam planes. These microbeam planes were defined
by the focal spot axis and by one additional point for each slit at the
collimator rear surface: the centre of the field size in the y-direction
with a spacing of 400 pm in the x-direction. The focal spot axis was
defined as (0, -1/ \/5 1/ \/5 ) The angle of a specific slit was calculated
by a rotation matrix around this focal spot axis. The rotation angle «
of a specific slit was calculated as « = —arctan ( x - \/E/d , Where x
was the x-position of the slit, varied by the centre-to-centre distance
between adjacent slits, and d was the distance between the collimator
rear side and the focal spot.

Tungsten was chosen as the main collimator material for sufficient
X-ray absorption. Due to higher manufacturing precision, the collimator
body was made of Densimet®, which consists of tungsten with nickel
and iron added by a minor percentage. The centre plate of the colli-
mator body had a thickness of 7 mm, both outer plates a thickness of
3.5 mm. The slits were manufactured by electrical discharge wire ero-
sion (Seemann GmbH & Co. KG, Kirchenthumbach, Germany), which
limited the slit width to a minimum of 120 pm. For this reason, a design
of three layers was chosen with the centre plate shifted so that the
actual slit width could be wider than 50 pm, similar to the collimator
presented by Treibel et al. [8]. A shift of the centre plate by 71 pm led
to an effective slit width of 50 pm. Inserting the wire required a hole
with a diameter of 170 pm at one side of each slit. Pins ensured a fixed
shift between the collimator plates.

The space restrictions required a compact design of the collimator
and its holder as well as an off-centred location of the slits in the
collimator body. The collimator body had a size of 28 mm in x-
direction, 25 mm in y-direction and a total thickness of 14 mm in
z-direction. The collimator was modelled with FreeCAD (https://www.
freecad.org, version0.21.2) and its Python console. The resulting model
and a photograph of the collimator can be seen in Fig. 4.

2.4. Monte Carlo simulations

To validate the design of the microbeam collimator and the ap-
proaches for measuring the intensity distribution of the focal spot of
the LFXT prototype, Monte Carlo simulations using TOPAS (version
3.9) [30] have been performed.

2.4.1. Pinhole

For the simulations of the pinhole method, a rectangular X-ray
source with a length of 20 mm, a width of 50 pm, a flat intensity
distribution and isotropic emission of 100keV mono-energetic X-ray
photons was used. The X-ray energy was chosen to fit the mean energy
of the LFXT prototype at 300 kVp. The normal vector of the source was
tilted towards the beam axis by 45°. The pinhole was modelled as a
1 mm thick tungsten plate with a hole of 25 pm, 50 pm, or 100 pm
diameter. Additionally, we conducted a simulation of an ideal pinhole
with an infinitesimal small aperture in a fully absorbing infinitely thin
plate. Scoring was done using a pixelated detector with a pixel size
of 2.54 pm, imitating film resolution, and a field of view of about
2.5 x 2.5cm?. The detector was placed 150 cm from the centre of
the focal spot, and the pinhole in the centre between them at 75 cm
from the focal spot. To reduce simulation time, we used phase-space
sampling by only generating photons in a cone facing the pinhole
from every point of the source. The cone was chosen to be large
enough to fully illuminate the aperture of the pinhole and a part of
the surrounding material from all angles. For each image, between 10°
and 10'° photons were simulated to yield a low noise level. Simulations
were performed using the physics list “g4em-penelope” with default
parameters.
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Fig. 4. Model (left) and photograph (right) of the microbeam collimator. The model is shown as a top view, as a central cut and a zoom thereof (from left to right). The collimator
is composed of three layers, coloured orange, green and blue in the model, where the centre layer is shifted to achieve a smaller effective slit width than possible by manufacturing.

Pins through the holes ensure the fixed shift of the three plates.

2.4.2. Edge

For the simulations of the edge method, the same rectangular X-ray
source as for the pinhole simulations was used. The edge was modelled
as a 1 mm thick tungsten plate and the pixelated detector with 100 pm
pixel size and a field-of-view of 2.5 x 2.5cm?. The distance between
the focal spot and the detector was 150 cm. The edge was placed such
that the ESF covered half of the detector, and about 800 projections
were simulated. For each projection, 10° photons were generated. The
distance of the edge to the source was adapted to the angle for each
projection varying between 12 cm and 75 cm such that the geometrically
magnified source always had an optimal size on the detector, with
magnifications varying from 1.0 to 11.5. To reduce simulation time,
we used phase-space sampling similar to the simulations for the pinhole
method by aiming in a narrow cone at the centre of the detector. The
diameter of the cone was chosen to be large enough to fully illuminate
the detector from all angles. In addition to the simulations used for re-
constructing the two-dimensional focal spot, simulations with 5 - 10'°
photons have been carried out with the edge vertically and horizontally
aligned to get the respective LSFs with higher signal-to-noise ratio for
comparison. As for the pinhole, simulations were performed using the
physics list “g4em-penelope” with default parameters.

2.4.3. Collimator

The dose distribution behind the microbeam collimator was in-
vestigated using the physics list “g4em-penelope” with a minimum-
energy cut-off of 100 eV and fluorescence, Auger electrons and particle-
induced X-ray emission activated.

The photon source consisted of 1 - 10® primary particles, randomly
distributed in a rectangle with a width of 50 pm and a length of 20 mm.
The photon directions were randomly distributed around the positive
z-direction with divergence-angle limitations to cover the field size
of the collimator. The source was orientated along the axis defined
by (0,—1/ V2, 1/ \/5), as sketched in Fig. 3. The energy distribution
was set according to a separately simulated 300kVp X-ray spectrum
from a tungsten target. As a comparison, additional simulations were
performed using a point source with otherwise identical characteristics.

The photons travelled through 108 mm of vacuum, corresponding
to the distance between the focal spot and the X-ray exit window,
before entering air and hitting the microbeam collimator, which had a
distance of 130 mm (rear / sample side of collimator) to the focal spot.
The collimator plate consisted of pure tungsten with a thickness of 10
mm as a conservative estimate of the absorption. The field size was
20mm x 20 mm, and the slits were made of air and had divergence
angles and tilt angles as described in Section 2.3. Additional simulations
were performed using a collimator with parallel slits in the x-y-plane,
i.e., considering the divergence of the beam but not the tilt angles
resulting from the viewing angle of 45° onto the focal spot.

With an air gap of 10 mm behind the collimator, a water phantom
was positioned to detect the dose-to-medium. The phantom had a size

of 30 x 30 x 50mm> (x xy xz) and was divided into voxels with a
size of 0.005 x 1 x Imm? (x Xy xz). Between the collimator and the
phantom, the phase space was detected and used ten times as a particle
source in a second simulation for variance reduction.

The detected dose distribution was analysed with Python 3. Peak—
valley-dose profiles (along the x-direction) were analysed for each
depth in the water phantom at the centre (y =15 mm) of the field. The
value of the detected peak voxels was averaged to obtain the individual
peak dose. Valleys were defined as 60% of the difference between the
distance of adjacent peaks and the peak width, where the distance of
adjacent peaks was calculated according to the beam divergence. PVDR
values were obtained for each peak position and then averaged over all
peak positions at a specific depth.

3. Results
3.1. Simulations of focal spot measurement

3.1.1. Pinhole method

The results from the pinhole simulations are presented in Fig. 5. In
Fig. 5B, all realistic pinholes yield a similar resolution of approximately
18 pm FWHM. For comparison, the simulation with the ideal, infinitely
small pinhole is shown. The applied Richardson-Lucy deconvolution
algorithm is not converging but instead compressing and distorting the
small dimension of the simulated focal spot if a too high number of
iterations is applied. In Fig. 5D, minor artefacts in the form of peaks
at the ends of the focal spot can be seen. These are standard artefacts
produced by the Richardson-Lucy deconvolution algorithm at edges.
By comparing the results achieved with an ideal pinhole presented in
Fig. 5A to those achieved with a realistic 100 pm pinhole presented
in Fig. 5C, it can be seen that the realistic pinhole leads to a loss
of resolution and quantitative validity but is able to yield a rough
representation of the focal spot.

Although the applied corrections for distortions in intensity and
dimension are working well, the resolution of the pinhole approach is
insufficient for measuring the original rectangular shape of the focal
spot with a width of 50 pm quantitatively.

3.1.2. Edge method

Fig. 6 shows the focal spot reconstruction from the simulations
using a tungsten edge. In Fig. 6A, the focal spot reconstructed from
the simulated projections exhibits an approximately homogeneous in-
tensity distribution and reliably represents the original source used for
the simulations. Minor artefacts arising from the reconstruction are
visible, especially at the left and right ends of the focal spot. Across
the long horizontal dimension, the reconstructed focal spot exhibits
an approximately linear intensity gradient of about +11% due to the
varying distance of the focal spot to the detector.

In Figs. 6B and 6C, the LSFs calculated by summing up the recon-
structed focal spot along its horizontal and vertical axes are compared
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where the intensity outside should be zero and inside homogeneous. In B and C, the vertical and horizontal line-spread functions (LSFs), as calculated from the reconstructed focal
spot and as directly measured with the edge, are shown for comparison. Shown intensities are normalised to ground truth.

to the ground truth and to LSFs directly measured using the edge. As the
directly measured LSFs were simulated with higher statistics, a smaller
Gaussian filter could be used in the derivation step. The vertical LSF
calculated from the reconstructed focal spot and the directly measured

vertical LSF show no considerable difference. From this, we conclude
that the resolution of the reconstructed focal spot is not limited by
the filter applied for deriving the ESF but rather by the resolution of
the detector itself and by scattering within the material of the edge.



C. Petrich et al.

Overall, the box-like shape of the focal spot can be well approximated
by the edge method, achieving a resolution of about 9 pm FWHM.

3.2. Simulations for microbeam collimator

The developed collimator with divergent and tilted slits resulted
in a sharp microbeam dose distribution, as presented in Fig. 7A. Dose
profiles acquired with the extended LFXT source and the point source
agreed within their simulation uncertainties, which were represented
as standard deviations of the peak width, the peak and valley doses,
and the PVDR. A comparison between these two dose profiles at the
surface of the phantom is exemplary shown in Fig. 7A and 7B. For
the extended source, the mean PVDR across the microbeam field was
122 + 21 at the surface, 30 + 4 at a water depth of 10 mm, and stayed
above 23 throughout the entire water phantom of a thickness of 50 mm,
as depicted in Fig. 7D. At the surface of the phantom, the peak dose and
PVDR decreased, while the peak width increased with lateral distance
to the central beam axis (z-axis). The central peak width (as FWHM)
was 53.1 + 0.9 pm at the phantom surface and showed an increasing
trend with depth due to photon scattering and field divergence. The
mean centre-to-centre distance between neighbouring peaks showed an
increasing trend from 434 + 13 pm to 583 + 20 pm mainly due to the
divergence of the radiation field.

Only for the point source, the collimator with parallel slits in the
x-y-plane resulted in a similar dose profile as the collimator with tilted
slits. The combination of the extended LFXT source and the collimator
with parallel slits led to a strong decrease of the peak dose with
increased distance from the central beam axis at all depths, shown in
Fig. 7C. For the extended LFXT source, the peak dose obtained with the
collimator with tilted slits showed a reduction by a factor of 2 from the
field centre to the field edge, while the peak dose obtained with the
collimator with parallel slits showed a reduction by a factor of 3, both
acquired at the phantom surface. For the collimator with parallel slits,
the decreased peak dose resulted in a decreased mean PVDR of 96 + 28
at the surface of the phantom, 21 + 8 at 10 mm depth and 11 + 8 at
40 mm depth.

4. Discussion
4.1. Comparison of focal spot measurement methods

Both methods for measuring the focal spot, whether using a pinhole
or an edge, yield a qualitative image of the source spot. The pinhole
method enables the visualisation of the focal spot within a single image
acquisition and without complex reconstruction methods but is limited
in resolution by the size of the aperture of the used pinhole. The
applied Richardson-Lucy deconvolution algorithm has been shown to
diminish the quantitative validity of the measured focal spot and is,
therefore, unsuitable for quantitative measurements of the focal spot
width. Other deconvolution methods, such as Gold’s ratio method or
relaxation-based methods [31], could be tested to potentially enhance
the resolution of the pinhole approach without diminishing quantitative
validity. The usage of smaller pinhole apertures has practical limita-
tions, e.g. due to necessary measurement time, positioning accuracy,
and viewing angle-dependent artefacts.

The edge method requires an elaborate and laborious measurement
setup and procedure, including a high number of image acquisitions,
rendering it highly time-consuming, followed by a complex analysis
and reconstruction workflow. Nevertheless, the edge method has been
shown to be able to yield a representation of the simulated focal spot
with a resolution of approximately 9 pm FWHM and high quantitative
validity. Additionally, the resolution achievable with the edge method
could be further improved by using a higher resolving detector and by
increasing the number of acquired projections according to the Nyquist
criterion [32].
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We will use the pinhole method as a quick approach for visualising
the focal spot of the LFXT prototype during the commissioning process
for adjusting the settings of the electron beam optics. The edge method
is the superior approach, both concerning resolution and quantitative
validity and will be used once the commissioning of the LFXT prototype
has been concluded and the machine parameters have been adjusted.
The latter method allows accurate X-ray source characterisation for
Monte Carlo modelling, dose prediction and treatment planning. Aside
from application to the LFXT prototype and future clinical LFXT ver-
sions, the presented results for the focal spot measurement methods
can be applied to any X-ray source, especially to X-ray sources with
asymmetric focal spots.

4.2. Microbeam collimator

The collimator with divergent and tilted slits can produce a sharp
peak-valley dose profile with a PVDR of 30 at a water depth of 10 mm
suitable for preclinical MRT. The achievable microbeam dose distribu-
tion at the presented small field size is better suited for in vivo studies
with target volumes at a few centimetres depth in tissue than other
compact microbeam sources [17] due to the considerably higher PVDR
throughout 50 mm of water of the LFXT. Clinical MRT will require field
sizes of 5-10 mm or potentially even larger, which involves lower
PVDR values due to a higher amount of scattered radiation. For the
design of the clinically applicable LFXT version, relevant effects of the
photon spectrum and the field size on the PVDR will be considered.
The ideal dose profile for clinical MRT, including the ideal PVDR, is
currently a topic of scientific discussion [5].

The extended photon source and the angle between the target sur-
face and the X-ray beam axis demand the complex collimator geometry
with divergence and tilt angles of the slits. This demand was demon-
strated by additionally simulating parallel slits (in the x—y-plane),
leading to a distorted microbeam dose profile. Due to the fixed slit
angles, the collimator with tilted slits needs to be positioned at the
predefined distance from the focal spot at an angle of 45° to the target
surface with a sub-millimetre translational and sub-degree rotational
alignment precision. To achieve this alignment precision, the collimator
will be mounted into a movable holder for translation and rotation
adjustments. The rotational alignment has to include an angular ad-
justment around the normal to its surface, in contrast to the collimator
presented by Treibel et al. [8]. The collimator alignment depends only
on the source geometry, not on the individual patient positioning.
Therefore, the collimator must be aligned only once after mounting,
followed by regular constancy checks.

A limitation of the simulations was the size of scoring voxels of
1 mm in y-direction and z-direction. Due to the divergence of the beam
and the extension of the source in both of these directions, partial
volume effects led to a decreased dose and an increased width for off-
centre peaks, which was stronger the larger the distance to the central
axis. Another minor reason for the decreased peak dose and increased
peak width at the periphery of the field was the divergence of the beam,
as the distance to the source was larger for locations on the periphery
of the field than at the centre. For a simulation of more precise dose
distributions, the size of the scoring voxels would need to be drastically
reduced to achieve a micrometre resolution in all three dimensions.
However, a reduction from 1 mm to 5 pm in y-direction and z-direction
would lead to a decrease in signal-to-noise ratio of a factor of 40,000.
Longer simulation times to compensate by this factor would not be
reasonable. More importantly, the comparison between the extended
LFXT source and the point source did not show relevant differences in
the dose distribution, which leads to the conclusion that the collimator
design matches the characteristics of the focal spot of the LFXT.

The presented preclinical LFXT will deliver microbeam field sizes
of 20mm x 20 mm suitable for cell experiments and preclinical studies
with small rodents. In contrast, a clinically applicable LEXT will require
larger field sizes to cover clinical target volumes. Large microbeam field
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Fig. 7. Microbeam dose profile at the centre of the radiation field (y=15 mm) at the surface of the water phantom for the collimator with tilted slits and the extended LFXT
source in A, for the collimator with tilted slits and the point source in B and for the collimator with parallel slits and the extended LFXT source in C. In D, the peak-to-valley-dose

ratio (PVDR) in the water phantom is averaged over all peaks at each depth.

sizes pose a challenge in the manufacturing of the multislit collimator
and involve a trade-off with lower PVDRs. Despite high dose rates,
motion mitigation techniques will be necessary depending on the ir-
radiated body region. Preclinical irradiations of, e.g., the lung, at the
presented LFXT prototype will require breathing gating, which is pos-
sible by fast switching of the electron beam [23]. Clinical microbeam
treatments will involve gating regarding breathing and possibly the
heartbeat.

5. Conclusions

In this work, there are two approaches for measuring the focal
spot of an X-ray source adapted to the specific requirements of the
LFXT prototype presented and validated using Monte Carlo simulations.
We showed that the pinhole method can be used to visualise the
approximate shape and size of the focal spot of the LFXT prototype but
lacks resolution and quantitative validity. The adapted edge method,
although significantly more complex and labour-intensive, can provide
a quantitative representation of the focal spot of the LFXT prototype
with a resolution of approximately 9 pm. During the commissioning
process of the LFXT prototype, the pinhole method will be used as an
easy-to-use way of visualising the focal spot during the adjustment of
the electron beam and as an initial characterisation of the X-ray focal
spot. For a quantitative characterisation, the edge method will be used
in a second step.

After adjustment of the focal spot through the aforementioned
methods, the microbeam collimator can be used to produce the de-
sired microbeam dose profile. We demonstrated that the LFXT source
requires a dedicated collimator geometry accounting for divergence
and tilt angles. The presented collimator design is able to produce a
microbeam dose profile with approximately 53.1 + 0.9 pm-wide peaks
spaced by 434+ 13 pm. In simulations, a PVDR of 30 was achieved in a
depth of 10 mm within a water phantom and remained above 23 over
the full 50 mm deep phantom.

Once the commissioning of the LFXT prototype is completed, in vitro
and in vivo studies will soon be carried out. The experience of this LFXT
prototype will guide the design of a clinical machine, which will likely
facilitate the first clinical trials with MRT.
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