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Robot-Assisted Deep Venous Thrombosis
Ultrasound Examination using Virtual Fixture

Dianye Huang, Chenguang Yang, Mingchuan Zhou, Angelos Karlas, Nassir Navab, Zhongliang Jiang

Abstract—Deep Venous Thrombosis (DVT) is a common vas-
cular disease with blood clots inside deep veins, which may block
blood flow or even cause a life-threatening pulmonary embolism.
A typical exam for DVT using ultrasound (US) imaging is by
pressing the target vein until its lumen is fully compressed.
However, the compression exam is highly operator-dependent.
To alleviate intra- and inter-variations, we present a robotic US
system with a novel hybrid force motion control scheme ensuring
position and force tracking accuracy, and soft landing of the
probe onto the target surface. In addition, a path-based virtual
fixture is proposed to realize easy human-robot interaction for
repeat compression operation at the lesion location. To ensure
the biometric measurements obtained in different examinations
are comparable, the 6D scanning path is determined in a coarse-
to-fine manner using both an external RGBD camera and US
images. The RGBD camera is first used to extract a rough
scanning path on the object. Then, the segmented vascular lumen
from US images are used to optimize the scanning path to
ensure the visibility of the target object. To generate a continuous
scan path for developing virtual fixtures, an arc-length based
path fitting model considering both position and orientation is
proposed. Finally, the whole system is evaluated on a human-like
arm phantom with an uneven surface. The code1 and intuitive
demonstration video2 can be publicly accessed.

Note to Practitioners—Robotic ultrasound (US) systems have
attracted attention for various applications in the past decades.
However, the existing studies are not mature and intelligent
enough for some challenging applications, such as DVT exam,
which requires rich contact interaction between patients and
clinicians. To tackle with this challenge, this study presents
a novel human-centric robotic DVT exam program using the
technique of virtual fixture. The coarse-to-fine path planning
module ensures the repeatability of US acquisitions carried out
at different times. During DVT exam, the proposed continuous
6D path virtual fixture can guide clinicians to freely move the
probe along the scan path while limiting the probe motion in
other directions. In order to perform the compress-release exam,
a decoupled position/force controller is developed to precisely
generate the contact force conveyed by clinicians and to restrict
the probe motion along the probe centerline. We believe such
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Fig. 1. An illustration of the DVT disease and the compression-release cycle
of the DVT US exam.

a robot-assisted system is a promising solution to take both
advantages of robots about the accuracy and repeatability and
human operators about the advanced physiological knowledge.

Index Terms—deep venous thrombosis (DVT), robotic ultra-
sound, hybrid force motion control, virtual fixture, path planning

I. INTRODUCTION

DEEP Venous Thrombosis (DVT) disease is one of the
leading causes of postoperative morbidity and mortal-

ity [1]. It is an obstructive disease of the veins where the intra-
venous formation of blood clots may partially or completely
block the blood return to the heart (see Fig. 1) resulting in
the life-threatening pulmonary embolism [2]. DVT might be
symptomatic (e.g., with leg swelling or pain) or completely
asymptomatic, rendering its diagnosis a clinical challenge.

The gold-standard for diagnosing DVT is ultrasound (US)
imaging, for instance, the repetitive compression of the vein
at different cross-sectional positions along all the veins [2].
Even if the recording of other US-based information, such
as the intravenous color and spectral Doppler signal is also
recommended nowadays, the compression test readout is the
most useful information for the examiner. More specifically,
failure to completely compress the venous lumen until it
collapses indicates a vein thrombosis [3].

Although US imaging owns the advantages of being real-
time, non-invasive and ionizing radiation-free, it does not come
without limitations. The compression test is currently highly
operator-dependent, which limits its diagnostic accuracy and
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Fig. 2. Workflow of the robot-assisted DVT exam. Left: algorithm blocks for deriving a 6D path-based virtual fixture. Right: an illustrative guide on performing
the DVT US exam using the proposed system.

sensitivity, especially in challenging and follow-up or re-test
examinations aiming usually at quantifying the outcome of
an applied therapy (e.g., anticoagulation). Such a follow-up
control would require the conduction of the compression test
in a maximally standardized way, ideally by the same operator
in order to ensure directly and quantifiable comparability of
the actual findings with previous ones. Thus, the development
of approaches to limit the exertion of pressure to the minimum
needed in order to set the diagnosis would be useful.

To improve imaging quality and repeatability, robotic tech-
nologies have been employed by accurately controlling the
US acquisition parameters (probe orientation, contact point,
and force) [4]–[6]. Recently, various robotic US systems
(RUSS) have been developed for a wide range of clinical
applications, like autonomous screening of breast [7], lung [8],
and blood vessels [9]–[11], etc.. These systems focused on
automatizing the screening by using the US imaging feedback
or/and external RGBD cameras. To autonomously navigate
probe to standard planes, Jiang et al. presented a reward
learning framework based on a few expert demonstrations [12].
A comprehensive summary can be found in a recent article
detailing the fundamental and emerging technologies involved
in developing RUSS [13].

However, due to the characteristics that DVT compression
exams require rich interaction with the object vessel, the
robot-assisted DVT examination has not been well-researched
yet. To autonomously screen DVT, Meng et al. employed an
RGBD camera to compute the scanning path, while the diag-
nosis was purely based on the segmentation of cross-sectional
US images [14]. The missing performing compression exams
will decrease the accuracy of diagnosis results. On the con-
trary, Guerrero et al. presented a RUSS with autonomous lu-
men contour detection and an external force sensor to capture
the dynamical characters during the compression, while the
scanning locations were manually determined [3].

This work proposed a semi-autonomous DVT exam system
to assist clinicians in quantifying the level of thrombus through
a novel physical human-robot interaction (pHRI) interface
based on the virtual fixture (VF) technique. The scanning path

is autonomously determined coarse-to-fine using an RGBD
camera and US images sequentially for coarse path planning
and fine optimization. In addition, to guarantee the robot can
accurately follow the scanning path and desired force, a novel
hybrid force motion control scheme (HFMC) is developed
in which the soft landing of the US probe onto the contact
surface is taken into account. Furthermore, an arc-length scan
path fitting method is proposed to generate a continuous 6D
scanning trajectory with respect to a single variable. This
enables the further development of a 6D continuous VF, which
can assist sonographers to better perform compression exam
for the target vein. To the best of our knowledge, this is the
first RUSS targeting DVT diagnosis with an practical pHRI
to assist clinicians’ manipulation of the US probe in desired
direction (both scanning and compressing directions).

II. RELATED WORK

A. Hybrid Force/Motion Control

Due to the safety concern for RUSS, impedance control
has been widely used to realize compliant interaction between
the probe and subjects [5], [9]. However, to accurately and
simultaneously control the contact force and pose of the
probe, impedance control requires accurate estimations of the
environment’s stiffness and damping information. To char-
acterize the varying interaction environment, Pappalardo et
al. used a simplified model to compute the interaction force
f = ke(x−xd) by considering elastic term (ke is environment
stiffness) [15]. The experimental results demonstrated that the
exact value of ke is less important. The controller can still
perform well when distinct stiffness parameters are selected.

Regarding the robot-assisted US examinations, the probe
is often orientated by regulating the contact force along the
probe axis and motion for the other five degree of freedom in
Cartesian space. Thereby, the force and motion control laws
can be designed separately, and assembled using projection
matrices. To suppress force overshoot at the beginning of con-
tact establishment, Halt et al. [16] proposed a controller based
on prescribed performance control. This controller defined
hard force error constraints and thanks to the log-type barrier
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Lyapunov function [17], the control input tends to be infinite
to prevent constraint violation when the error approaches the
predefined constraints. However, due to the numerical prob-
lem in computing and the hardware limitations in practices,
the performance may decayed in real scenarios. To further
address this challenge, we proposed a velocity-based force
control law integrating the bounded barrier Lyapunov function
[18] to avoid the numerical problem, and building a contact
establishment detector to ensure a smooth transition from the
free motion space to the contact space.

B. Path Planning for US Scan
To autonomously plan a scanning path for RUSS, Huang et

al. presented a threshold-based method to extract the target of
interest using an external camera [19]. The scanning path was
computed based on the segmented surface on RGB images
by considering the full coverage. Goel et al. employed the
Bayesian optimization method to identify the vessel-rich part
of the leg to generate a scan path [20]. Jiang et al. proposed
a vision-based path planning pipeline that registers a CT
template with an annotated blood vessel to the online point
cloud streamed from an RGBD camera [21]. Then, a scanning
path for the target vessel was determined by transferring
the planned path from CT template to various volunteers.
However, for the compression exam of DVT-US exam, these
methods cannot guarantee that the US probe is placed above
the blood vessel as the external camera cannot observe the
internal patient-specific location of the target anatomical struc-
ture. Therefore, we proposed a coarse-to-fine pipeline for US
scanning path planning method that sequentially utilize the
external visual signals and the interior B-mode US images.

C. Physical Human-Robot Interaction
To fully take advantage of the physiological knowl-

edge (e.g., suitable contact force) from clinicians, a semi-
autonomous RUSS is designed to allow physical interaction by
operators. To assist the clinicians to qualitatively perform the
DVT-US compression exams, virtual fixture (VF) is employed
to restrict the robot’s workspace, which usually consists of
constraints definition, evaluation, and enforcement [22]. To
ensure safety and/or contact accuracy, VF has been widely
used in the field of surgical robotics. Feng el al. developed both
guidance and forbidden VFs for high-precise polyp dissec-
tion [23]. Li et al. constructed a protective VF from polygon
mesh representations for the skull-cutting application [24].

Regarding DVT-US examinations, the US probe should
adhere to the scanning path to generate comparable results
in various US compression exams. Thus, a 6D path virtual
fixture is expected to ease the interaction. A scan path is
often represented by a set of waypoints and orientation pairs.
To obtain a continuous path, Tan et al. fitted the waypoints
using the non-uniform rational B-spine (NURB) method [25].
However, this method is time-consuming and hard to conduct
constraint evaluation for a path VF. Therefore, in our case,
a spatially encoded curve fitting method is proposed, which
reduces the 6D scan path to a 1D manifold space to correlate
the examined cross-section with a one-dimensional variable,
thus realizing a path VF.

Fig. 3. An illustration of system setup and coordinate frames.

D. Proposed Workflow

The primary clinical indicators for the robot-assisted DVT-
US exam system include the precision of motion and force
control, and the system’s ability to position the target vein
at the central region of the acquired image. Precise control
ensures force and posture alignment with clinician intentions
during compression-release cycles. Furthermore, the system’s
optimization of the scanning path enhances the effectiveness
and repeatability of DVT US exams. Consequently, this work
focuses on the control design and the scan path determination.

The proposed robot-assisted DVT exam system’s workflow
depicted in the left side of Fig. 2 consists of four phases.
i). A coarse discrete path is first determined using external
visual signals captured from the RBG-D camera mounted at
the robot’s end-effector. By fitting the 6D discrete waypoints,
an initial continuous scan path is derived. ii). The next phase
involves performing an US sweep scan. Simultaneously, a
UNet model segments the acquired US image, enabling the
locating of the target vein in the cross-sectional view. iii).
The initial scan path is then optimized using the segmenta-
tion results. After fitting the optimized discrete scan path, a
6D path-based virtual fixture is established. iv). Finally, the
sonographers can physically interact with the robot, adhering
to the constraints imposed by the virtual fixture, to maneuver
the US probe along the optimized scan path. They can also
make adjustments to the contact forces in a smooth manner,
drawing upon their expertise and experience.

III. FORCE MOTION CONTROL SCHEME

Developing a highly accurate force controller is important
in the context of the DVT exam. As depicted in Fig. 1, clin-
icians perform a compression-release cycle by incrementally
adjusting contact forces until one of the following conditions
is met: i) the target vein fully closes, indicating the absence of
thrombosis, or ii) the vein ceases to deform while remaining
partially open. This cycle is repeated multiple times. The pro-
posed framework aims to enhance the repeatability and utility
of the DVT exam for long-term disease monitoring, which
necessitates accurate force control. Therefore, this section
elaborates on the design of the proposed hybrid force motion
control scheme. The coordinate system is depicted in Fig. 3,
including frames of robot’s base {B}, robot’s Flange {F},
force/torque (F/T) sensor {S}, RGBD camera {C}, US probe
{P} and US image {I}. Unless otherwise stated, vectors and
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matrices are described in {B}, and the left upper script is
omitted for brevity. Three different calibrations are needed to
correlate the transformations among these frames, including:

1) Eye-in-hand calibration [26]: calibrating F
C T to trans-

form the scan path expressed from {C} to {F}.
2) F/T sensor calibration [27].: compensating for the pay-

load gravity to derive Sfcali and calibrating P
STtwist to

obtain the contact force P fcali =
P
STtwist

Sfcali.
3) US probe calibration [28]: calibrating F

PT to transfer the
2D pixel location into 3D space by computing B

IT =
B
FT

F
PT

P
I T, where

P
I T =


0 0 −1 0
0 Lp/Wimg 0 −Lp/2

Dimg/Himg 0 0 0
0 0 0 1


Lp, Dimg , and Himg × Wimg denote the footprint,
imaging depth and imaging resolution of the US probe.

A. Hybrid Force Motion Control Law

Since the force and the motion control axis are orthogonal,
we first decoupled them by projecting the tracking errors into
their respective space, and then assembled the designed two
control laws. We assume that the nonlinear gravity, Centrifugal
and Coriolis torques of the robot dynamic are fully resolved.
Thus, the hybrid force motion control law alongside Eq.
(2)∼(5) is given below:

τ = JT
(
−Kc

pxe −Kc
dẋ

)
+N

(
Kq
pqe −Kq

dq̇

)
xe =

[(
x−

(
Pmx′

d +

∫
nzvfdt

))T
eTo

]T (1)

where τ is a torque-based control input, J is the Jacobian
matrix of {P} w.r.t. {B} over the joint configuration q;
N = I7×7 − JT (JT )−1 projects the joint torques that try
maintaining the desired joint configuration qd into the null
space of the Cartesian control with qe := q − qd, and
Kq
p/Kq

d being the joint stiffness/damping configurations. For
the Cartesian control, Kc

p/Kc
d, x/x′

d and q/qd represent the
Cartesian stiffness/damping settings, current/desired position
and quaternion respectively; xe denotes the pose error where
the orientation error eo := −B

PR vec(q ∗ qd) is formulated
by taking vec(·) the vector part of the transformed quaternion
difference with B

PR being the rotational matrix. BRp can be
expanded as

[
nx

∣∣ ny
∣∣ nz

]
where nx,ny,nz ∈ R3×1

and nz represents the force control direction. Regarding the
position error, Pm := I3×3−nzn

T
z filters the desired position

such that an updated desired position adapting along nz
is formulated to regulate the contact force. In this paper,
Kc
p = diag(1200I3×3, 90I3×3), Kq

p = 1e−3I7×7, the damping
ratio is selected to be 0.8, qd equals to the initial joint
configuration before the sweep scanning.

In Eq. (1), the probe motion is regulated under the hierarchi-
cal Cartesian impedance control framework while the contact
force is controlled by adapting the velocity vf (to be designed
in Sec. III-B) along nz .

Fig. 4. A plot of force control law in Eq. (3) w.r.t. ef .

B. Velocity-based Force Control Law

As in [15] and [16], we adopted a spring model to approxi-
mate the interaction dynamics: f = ke(x− xenv) where xenv
is the boundary of the undeformed tissue, x is the current posi-
tion of the robot’s end-effector, ke is the environment stiffness
term that reflects the level of resistance to the deformation. The
actual contact force f ∈ R along the probe axis is measured
by: f = nTs

B
PTtw

P fc where ns :=
[
nTz , 0, 0, 0

]T
filters the

measured torques, and the twist transformation B
PTtw ∈ R6×6

transforms the calibrated contact force P fc from {P} to {B}.
Inspired by [16] where the force error is transformed

before being fed into the controller, in this paper, a bounded
barrier Lyapunov function [18] based error transformation is
designed to overcome the potential numerical problem. The
force tracking error ef is considered as a soft constrained
variable ef = f − fd subjected to |ef | < kc, where kc ∈ R+

denotes the user-defined force error constraint, fd and f denote
the desired and actual contact forces, respectively.

Error transformation is then designed as below:

εf = |ef |knT (z)z (2)

where T (z) =
khk

2
s

kc
1−z2

(1−k2sz2)2
> 0, Lim(ef ,−kc, kc) :=

max(min(ef , kc),−kc), z = tanh
(
khLim

(
ef ,−kc, kc

)
/kc
)

is an intermediate variable introduced to avoid the numerical
problem of the error transformation; kn normalizes the trans-
formed error; ks determines the derivative of εf w.r.t. ef . Note
that once ks is selected, kn and kh in Eq. (2) remain constant
and are computed according to the following equation:

kn =
1

T (ζ)ζ
, kh = ln

(√
1 + ζ

1− ζ

)
, ζ =

√
3ks −

√
4− 3k2s

2ks

Below is the force control law in the contact space.

v′f = −kmfεf − kfef (3)

where kmf and kf are feedback gains for the transformed force
error εf and actual force error ef respectively; v′f represents
the velocity command for regulating the contact force in the
contact space. Fig. 4 plots the control input of Eq. (3) w.r.t
ef where parameters are selected empirically, kc = 0.4, ks =
0.99 for the error transformation, and kmf = 0.008, kf =
0.0065 for the force control law in Eq. (3). Note that the
proposed control law smoothly transits between the nonlinear
and linear feedback gains wherein the predefined constraints
±kc serve as the transition boundaries.

C. Soft Landing Approach

In order to guarantee soft landing of US probe onto the
target surface, we designed and incorporated a low-pass filter
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into the control scheme (input: f , output: α, see Contact
Establishment Detector in Fig. 2).

α̇+ fᾱkαα = kαClamp
(
f, fα, fᾱ

)
(4)

where

Clamp(f, fα, fᾱ) =


0 if f < fα

f if f ∈ [fα, fᾱ]

fᾱ if f > fᾱ

Clamp(·, ·, ·) is introduced to clamp f within the predefined
limits fα and fᾱ, and the contact is sensed when f > fα; kα
determines the sensitivity of the filter; α ∈ [0, 1] serves as
a signal indicating the contact establishment. The final force
control law along the probe axis is given by:

vf = αv′f + (1− α)v0 (5)

where α is emerged into vf to govern the control law transition
between a predefined constant velocity v0 for approaching the
scan target in free motion space and the proposed control law
v′f in Eq. (3) for contact force regulation in the contact space.
In this paper, fα = 1.0, fᾱ = 2.0, kα = 10, v0 = 0.015.

IV. PHYSICAL HUMAN ROBOT INTERACTION INTERFACE

This section elaborates on the path planning and pHRI
strategies. As shown in Fig. 2, the discrete planned path on
the scanned surface right above the target vein is determined
in a coarse-to-fine manner using the external visual signals
and US images. The 6D discrete waypoints are then fitted
and parameterized over a one-dimensional variable s. This
enables the continuous output to serve as a motion generator
for the initial sweep scan, which captures US images for
path optimization. Additionally, it serves as a 6D path virtual
fixture for physical human-robot interaction. By correlating
the interaction forces with the change of desired contact force
and s, clinicians can smoothly adjust the imaging positions
and contact forces during the compression exams.

A. Arc-length-based 6D Path Fitting

The scan path extracted from an external camera is usually a
series of discrete waypoints and normal vectors of the contact
surface. These points and vectors are supposed to be converted
into a 6D trajectory before being fed into the HFMC. Inspired
by the arc length-dynamic movement primitive (AL-DMP)

Algorithm 1 Scan Path Fitting
Input: Scan point and normal vector pairs (P, N ),

Euclidean distance threshold δp (1 mm by default).
Output: Learned Fp(s), FQ(s) and sN .
1: Pnew ← P Linear interpolation if ∥P(i+1)−P(i)∥ > δp
2: s, sN ← Eq. (6).
3: Fp(s) ← Eq. (8) with s, Pnew.
4: Q ←

{
R(i) =

[
n̄x
∣∣ n̄y ∣∣ N (i)

]
, n̄′

x = Fp(s(i) +
δs/SN )−Fp(s(i)), n̄y = N (i)× n̄′

x, n̄x = n̄y×N (i)
}N
i

5: Qnew ← Q Slerp interpolation if ∥P(i+1) − P(i)∥ > δp
6: FQ(s) ← Eq. (9) with (s, Qnew).

Algorithm 2 Scan Path Optimization
Input: F initp (s), F initQ (s), sinitN , scan velocity vs (m/s).
Output: Learned Fp(s), FQ(s) and sN .

1: Set s = 0, i = 0
2: repeat // sweep scan
3: xd ← F initp (s), Qd ← F initQ (s)
4: Eq. (1) ← Track xd and Qd.
5: Iseg ← Segment the US image by a UNet [21].
6: P(i)

ves ← Extract center point of the blood vessel.
7: Update s← s+ vs/s

init
N ∆t; update i← i+ 1

8: until s ≥ 1.0
9: P , N ← Project Pves to Parm by Eq. (10).

10: Fp(s), FQ(s), sN ← Alg. 1 with (P, N ).

method [29], which separates the spatial and temporal compo-
nents of motion, we proposed a curve fitting model using arc-
length to remove temporal information and encode the scan
path spatially. Note that the proposed path fitting algorithm
does not mere fit the given data, but also parameterized the
6D scan path over a 1D variable. Alg. 1 summarizes the steps.

1) Accumulated Arc-Length Variable: Given a set of dis-
crete points P ∈ RN×3. The normalized accumulated arc-
length variable s ∈ RN×1 is defined as follows:

s = {s(k)}, s(k) =

k∑
i=1

∥P(k) − P(k−1)∥2/sN (6)

where s(0) = 0 , sN =
∑N
i=1 ∥P(k)−P(k−1)∥2 and the upper

right script (k) denotes the k-th element of the variable.
2) Curve Fitting Model: Given a set of input-output pairs

(s ∈ RN×1, X ∈ RN×1). The one-dimensional fitting model
is designed as follows:

F(s) = s̄X0 + sXg + u(s,w) (7)

where u(s,w) =
∑N

i=0 ψi(s)wiM(s)∑N
i=0 ψi(s)

, s ∈ (0, 1) is a monoton-
ically increasing variable, s̄ := 1− s, X0 and Xg are the first
and last sample of X , u(s, w) is a nonlinear term consisting of
weighted Truncated Gaussian Functions (TGF) [30]. Since the
AL-DMP based on arc-length suffers from not converging to a
unique attractor point, we inducedM(s) = s (1− exp(−as̄))
to overcome this issue by modulating s such that F(s = 0) =
x0 and as s→ 1, F(s = 1)→ xg . w denotes a set of weights
wi for TGFs and is learned by the Local Weighted Regression
(LWR) algorithm [31].

3) Position Fitting: The position model is designed below:

Fp(s) = s̄x0 + sxg + u(s, ωp) (8)

where x0/xg ∈ R3×1 denotes the initial/goal positions, and
ωp := {wx

p , wy
p , wz

p} is learned axis-by-axis.
4) Orientation Fitting: Unit quaternion is chosen for ori-

entation representation. Considering the geometric constraint,
the orientation fitting model FQ(s) is formulated below:

FQ(s) = exp (eQ/2) ∗Qg

eQ = (1− s)eQ0
+ seQg

+ u(s, ωQ)
(9)
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where ωQ := {wx
Q, wy

Q, wz
Q} is learned axis-by-axis; Q

denotes the conjugate of Q := {η, ϵ} := η+xi+yj+zk ∈ S3.
eQ = 2 log(Qg ∗Q) denotes the deviation of the goal quater-
nion. eQ0

/eQg
denotes the first/last sample of goal quaternion

deviation. The logarithmic and exponential operators (refer to
[32] for more details) are presented below:

r = log(Q) =

{
arccos(η) ϵ

∥ϵ∥ ∥ϵ∥ > 0

[0, 0, 0]T otherwise

Q = exp(r) =


[
cos(∥r∥), sin(∥r∥) rT

∥r∥

]T
∥r∥ > 0

[1, 0, 0, 0]T otherwise

B. 6D Path-based Virtual Fixture
1) Initial Coarse Scan Path: As shown in the workflow

of Fig. 2 and the intermediate results presented in Fig. 7,
the initial scan path is planned using only visual signals. The
skeleton of the arm phantom P is extracted and filtered after
segmenting the arm phantom in a depth image [21], [33]. The
starting and ending scan points are then determined by the two
manually attached stickers.

The initial scan path is finally obtained and fitted by Alg.
1. In this work, h = 3.0, θ = 3.5 for all TFGs. The number
of kernels for Fp(s) and FQ(s) are empirically set to be 41
and 81 respectively, balancing the computational burden and
fitting performance.

2) Optimized Scan Path: Alg. 2 summarizes the steps of
path optimization. The initial scan path F initp (s) and F initQ (s)
serve as a motion generator guiding the robot to acquire US
images. Then the center point of the examined blood vessel
P(i)
ves is extracted by segmenting the blood vessel and detecting

the contour where i denotes the i-th US image. The initial
center point of the examined blood vessel P(0)

ves is selected
manually. The nearest center point in the next US image is
connected sequentially, such that the blood vessel center line
Pves is obtained. Finally, Pves is projected to the surface of
the point cloud vertically w.r.t. {B} to get updated P and N :

P(i) = arg min
P(i)∈Parm

∣∣∣∣∣∣∣∣Nv(P(i)
ves − Parm)

∣∣∣∣∣∣∣∣2 (10)

where Parm represents the point cloud of the arm phantom;
P(i) / P(i)

ves denote the i-th sample of P / Pves, Nv = I3×3−
nzbn

T
zb, nzb is the z-axis of {B}.

3) Path Virtual Fixture: To develop a path VF for guidance,
e.g., avoiding large positional and/or rotational deviation from
the optimized scanning path, a continuous trajectory (Fp(s),
FQ(s)) is required. Thanks to the proposed arc-length-based
path fitting algorithm, the path VF assisting clinicians freely
moving the probe along the determined scan path can be
easily realized by correlating the interaction force with the
1D accumulated arc-length variable s.

ṡ = k−1
pi Dzone

(
Lim(Pfxi , fxi , fx

i
), dx

)
s = Lim

(∫
ṡdt, 0, 1

) (11)

where Pfxi = Pfxest − Pfxm denotes the interaction force
limited by the predefined upper and lower constraints fxi , fx

i
.

Pfxm and Pfxest represent the contact forces in {P} along x-
axis measured by the F/T sensor and estimated by the joint
torque sensors, respectively. Dzone(·, ·) defined by the dead-
zone d is introduced to suppress the disturbances such that
pHRI is only activated when |f | > d. kpi determines the
sensitivity to the interaction force.

Dzone (f, dx) =


0, if |f | ≤ dx

f − dx, if f > dx

f + dx, if f < −dx

A similar interaction paradigm is applied to adjust the desired
contact forces along the z-axis of {P} as follows:

ḟd = k−1
fi Dz

(
Lim(Pfzest − Pfzm, fzi , fz

i
), dz

)
fd = Lim

(∫
ḟddt, fmin, fmax

) (12)

V. EXPERIMENTAL RESULTS

As shown in Fig. 3, the proposed RUSS for DVT exam con-
sists of a redundant robotic manipulator (Franka Emika Panda,
Franka GmbH), an RGBD camera (Intel® Realsense™ D435),
a 6-axis F/T sensor (GAMMA, SI-32-2.5/SI-65-5, ATI), a US
machine (ACUSON Juniper, SIEMENS AG), a commercial
arm phantom (BPA304, Blue Phantom GmbH), and a foot
pedal for switching the operator’s interaction intention (i.e.,
foot pedal pressed: change desired contact force; foot pedal
released: change the US imaging position along the scan
path). The Franka robot is controlled via the Robot Oper-
ating System (ROS) framework, running on a laptop (AMD
Ryzen 9 5900HX CPU, NVIDIA GeForce RTX 3070) with
Ubuntu 20.04 system. The B-mode US images are captured
from the US machine via a frame grabber (MAGEWELL)
at a frequency of 30 Hz. The scanning workspace of
the proposed RUSS is 400 mm × 500 mm × 300 mm
(width×length×height) with a maximum allowable contact
force limit of 15.0N and a maximum automatic scanning
speed set at 30 mm/s.

A. Force Control Performance

To demonstrate the superiority of the proposed method, the
robot manipulator is commanded to perform a sweep scan on

Fig. 5. Comparison results of the US sweep scan performance.
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(c) sweep scan under 30mm/s

Fig. 6. Results for sweep scan force control performance under different scan velocities and desired contact forces. The grey shading areas indicate the time
interval after contact establishment. The second row shows violin plots of absolute force control errors in the grey shading areas.

(a) intermediate results for path planning (b) center point’s horizontal deviation

Fig. 7. Results for the coarse-to-fine path planning strategy (see Section IV-B and Alg. 2 for more details). (a) Signals flowchart and intermediate results. 1⃝.
The initial 2D scan path is derived by extracting the skeleton from the arm phantom mask, which is obtained through thresholding the depth image. 2⃝. The
starting and ending points of the scan path are identified using color stickers detected from the color image. 3⃝. By estimating the normal vectors from the
point cloud data and transforming the 2D pixels into 3D scan positions, an initial discrete scan path is generated. 4⃝& 5⃝. The optimized scan path is then
obtained by projecting the longitudinally distributed center points of the target vein onto the arm phantom’s point cloud using Alg. 2. (b) Horizontal deviation
of the examined vein’s center point from the solid green line in the US image when tracking along the initial and optimized paths.

a human-like arm phantom at a velocity of 15 mm/s while
maintaining a desired contact force of 6 N . We compared
the proposed method with the “Impedance Controller” from
[34] and the log-BLF-based “Constrained Controller” from
[16]. For the “Impedance Controller”, the stiffness in the
probe imaging direction is 100, and the stiffness of the other
dimensions is set to be the same values of the proposed method
for fair comparison. The penetration offset of the scan path is
6 mm. In the case of the “Constrained Controller”, the con-
straint kc is 0.4 N for a fair comparison. From Fig. 5, we can
observe that “Impedance Controller” performs the worst. This
result can be attributed to the varying stiffness of the phantom,
as well as inaccuracies in skin surface extraction. These
inaccuracies stem from the US gel covering the phantom and
errors in hand-eye calibration. Consequently, the conventional
“Impedance Controller” exhibited significant tracking errors
during time intervals of 3.0 s ∼ 6.0 s and 11.0 s ∼ 13.0 s.
In the case of “Constrained Controller”, we deliberately clip
the tracking error to the range of (−0.38, 0.38) N during the
implementation to ensure safety and the feasibility condition
mentioned in [35]. As a result, the “Constrained Controller”

had a longer settling time and larger tracking errors, as evident
in the violin plot at the bottom right of Fig. 5.

To further demonstrate the advantage of the proposed error
transformation, we compared the force control performance
of the proposed control law [Eq. (3)] with that of a linear
feedback-only approach, denoted as v′f(cmp) = k ef and re-
ferred to as the “Fundamental Controller”. Two different feed-
back gains are considered empirically: k = {0.005, 0.015}
with which the absolute force control errors stay within 1 N
through out the sweep scans (see the violin plots in Fig. 6]).
Sweep scans are conducted on an arm phantom with an uneven
surface, varying the desired contact forces {3, 6, 12} N and
desired velocities {5, 15, 30} mm/s.

The violin plots in Fig. 6 demonstrate the impacts of
varying desired contact force and scan velocity. It can be found
that the mean and maximum force errors increase when the
scan velocity increases. This observation can be explained
intuitively: a faster scan velocity will result in relatively
dramatic changes in contact force due to the uneven constraint
surface. In addition, the results demonstrated that the changes
of desired force would not significantly affect the controller’s
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performance. We consider this is because the US gel can
effectively limit the friction between probe and contact surface
during scans. From Fig. 6 (a), we can see that the comparison
controller with lower gain values k = 0.005 has comparable
performance in terms of mean errors of around 0.045 N at
v = 5mm/s. However, as the scan velocity increase the mean
errors increase to around 0.20N [see Fig. 6 (c)]. The average
settling time of the comparison controller k = 0.005 (0.70s)
is larger than the comparison controller k = 0.015 (0.40s) and
the Proposed Controller (0.35s). The transient response of the
comparison controller k = 0.015 exhibited large overshoots
when v = 5mm/s, fd = 3 N and v = 15mm/s, fd = 6N .

To strike a balance between settling time and overshoot,
the proposed control law [see depicted in Fig. 4] allows users
to adjust the control hyperparameters (i.e., kc and ks in Eq.
(2)), to realize a smooth transition between the two control
gains. The nonlinearity of the proposed control law achieves
soft-regulation at the expense of reduced sensitivity to the
disturbances within the error constraints ±kc. Although large
tracking errors [see Fig. 6 (c), fd = 12N ] were observed
when the tracking error is less than kc (0.4N ), these errors
were effectively suppressed to less than 0.6N once the tracking
error exceeded ±kc. Additionally, comparing the oscillations
during the time periods of 11 ∼ 16s, fd = 3N in Fig. 6
(b) and 7 ∼ 9s, fd = 3N in Fig. 6 (c), the “Proposed
Controller” shows less oscillation and tracking error. There-
fore, the proposed control law exhibits the least settling time
(0.35s) during the contact establishment, and the maximum
tracking errors remain less than 0.6N across all combinations
of desired contact forces and scan velocities. Considering the
force accuracy and response time, we consider the proposed
force control suitable for US scanning on soft tissues.

B. Robot-Assisted DVT-US Examination

The DVT-US exam is performed using our proposed work-
flow. In this experiment, we evaluated the effectiveness of
the derived scan path virtual fixture and the tracking perfor-
mance when collaborating with clinicians. As depicted on the
right-hand side of Fig. 2, once the optimized scan path is
acquired, clinicians will maneuver the US probe along this
path. They will pause and execute a compression-release cycle
when observing a suspicious area. This procedure is repeated
multiple times until the entire target vein has been thoroughly
scanned. Accordingly, as presented in Fig. 8, the US probe is
maneuvered along a path virtual fixture marked separately by
1⃝, 2⃝, 3⃝, 4⃝ to reach three consecutive positions: a, b, and
c, to perform the compression-release cycle.

1) Scan Path Planning Results: The intermediate results
of the scan path planning module in a representative setup
have been demonstrated in Fig. 7 (a). The coarse-to-fine path
planning processes were consecutively carried out based on
RGB-D images and US images, respectively. The initial and
optimized paths are visualized in Fig. 7 (a). To ensure the tar-
get vessel in the US view throughout the screening, the vein’s
centroid was computed in real-time based on the segmented
binary masks. The deviation between the computed centroid
and the image’s horizontal center has been calculated. In this

Fig. 8. An illustration of the robot-assisted DVT-US exam settings. The
compression-release cycle will be executed at positions indicated by the blue
points.

TABLE I
STATISTICS OF FORCE TRACKING RESULTS (MEAN±STD)

Controllers ferror (N) in Fig. 9 ferror (N) in Fig. 10

Proposed 0.099±0.079 0.35±0.20

Constrained 0.128±0.111 0.52±0.28

Fundamental 0.435±0.269 1.01±0.68

settings, we consider that the scanning speed and contact force
in a reasonable range will not result in significant difference
in path accuracy. To quantitatively assess the performance
variations, the deviation results obtained using initial and
optimized paths are depicted in Fig. 7 (b).

When tracking with the initial path, notable deviations
are observed (e.g., 12.5 mm, 7.9 mm, 4.0 mm, 2.1 mm
deviations at the 0-th, 50-th, 100-th and 150-th frames). This is
because the location of the target vein does not align precisely
with the extracted skeleton line from RGB-D images [see Fig.
7 (a)]. After the US image-based fine path adjustment, the
centroid of the target vein can be much stably maintained
in the horizontal middle of the US images [see the first
two rows in Fig. 7 (b)]. It can be seen that the optimized
path results in stable deviations (0.8 ± 0.4 mm) across the
acquisitions than the ones obtained using the initial path
(7.1 ± 3.4 mm). Furthermore, the maximum deviation is
also much smaller (1.7 mm vs 12.5 mm). Nevertheless, the
results still demonstrate that the optimized path can effectively
maintain the target vein in the center of the image view,
which is important for providing quantitative and repeatable
diagnosis in various examinations.

2) Physical Human-Robot Interaction Results: The pro-
posed pHRI module allows clinicians to freely move the
probe forward and backward along the optimized scanning
path using a 6-DOF path VF. In the meantime, clinicians can
perform compression exams for DVT at suspicious locations
by triggering the foot pedal. The probe’s motion was limited
to 1-DOF (probe centerline) direction in this process. To
evaluate the performance of the path VF and the tracking of
varying contact forces, the validations were carried out on an
arm phantom with an uneven surface. After positioning the
probe on the phantom’s surface, operators can only maneuver
the probe along the optimized scan path with the constraint
applied by the proposed path VF. The target position and force,
conveyed by the operator, are updated at 50 Hz.

Fig. 9 presents comparison results of the tracking perfor-
mance during the physical interaction under the control of the
“Proposed Controller”, the “Constrained Controller”, and the
“Fundamental Controller”. The clinicians continuously moved
the probe along the scan path between different sections [see
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Fig. 9. Comparison results of the tracking performance of the VF-guided human-centric US probe motion. The grey shading areas represent the moving of
the US probe.

Fig. 10. Comparison results of the tracking performance of the VF-guided human-centric US motion for compression exam at varying imaging locations.
The grey, red and green shading areas denote the moving of the probe, the compression and the release tests, respectively. (first row: red and blue lines denote
desired and actual forces)

the Path VF in Fig. 8]. The grey shading areas correspond
to the continuous movement applied by clinicians, which
is constrained by the proposed path VF. Throughout the
VF-guided US probe movement, the “Proposed Controller”
consistently maintains the absolute force control error less than
0.36 N (compared with 0.52 N for “Constrained Controller”
and 1.02 N for the “Fundamental Controller”) with the least
tracking error [see Table I]. Considering the task of diagnosing
DVT, clinicians will select a few locations on the scanning path
to do compression examinations. The results for a representa-
tive experiment with three compression tests [see the blue dots
in Fig. 8] are presented in Fig. 10. At each location, clinicians
will manually repeat the compression-release cycle twice (red
and green shading areas). In this context, the “Proposed
Controller” still has the least force tracking error [see Table I]
and its maximum tracking error is 1.05 N (compared with
1.62 N for the “Constrained Controller”, 2.33 N for the
“Fundamental Controller”). The path VF tracking performance
is shown in the second and third rows of Figs. 9 and 10. For
the compression-release cycle test in Fig. 10, we can observe
that all the controllers share similar orientation tracking errors,

while the proposed behaves the best in terms of tracking
deviation (0.41 ± 0.27 mm). These findings lead to the
conclusion that the proposed pHRI framework can effectively
constrain the US probe to the optimized scan path during
physical interaction and the proposed controller can guarantee
higher force and motion tracking accuracy.

VI. DISCUSSION

There is limited prior research that directly addresses robotic
scanning tasks or provides solutions seamlessly integrated into
a robotic US system for DVT US exam. To the best of our
knowledge, this is the first work that incorporates clinician
protocols into the robot-assisted system for the DVT US exam.
The coarse-to-fine scan path determination strategy effectively
leverages external visual signals as prior information, combin-
ing them with internal US images to optimize the scan path.
The proposed 6D-path fitting method eliminates the temporal
information and allows users to configure arbitrary constant
scan velocity on a curve scan path. Furthermore, the fitting
result is a 6D-path virtual fixture over the arc-length variable
s. These advantages collectively contribute to developing a
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robotic system that assists clinicians in more precisely locating
the target vein and revisiting suspicious regions.

In the context of clinical use, there is a need to expand the
capabilities of the robotic system to address imaging quality
and vein deformation detection. A potential risk factor arises
from the variability in maximum contact forces, which differs
from patient to patient. To mitigate this risk, the robotic system
would benefit from an integrated module capable of detect-
ing deformation and automatically adjusting the maximum
allowable forces to prevent harm to the patient. Besides, there
are still some practical challenges to be addressed, such as
patient’s motions [21], [36], and force-induced deformation
[37]–[39]. Future work of the proposed robotic system for the
DVT US exam will focus on improving US image quality and
enhancing patient safety.

VII. CONCLUSION

This work presents a novel semi-autonomous DVT robotic
US exam system. The proposed HFMC enables the accurate
control of the probe to simultaneously follow both target
motion and contact force commands. Besides, the proposed
coarse-to-fine path planning method can stably maintain the
centroid of the target vein in the horizontal middle of the US
images. During the compression exam, the proposed pHRI can
assist the operators in adhering the probe to the optimized scan
path and performing the compression-release test at the current
imaging position. The experimental results demonstrated that
operators can freely move the probe along the scanning direc-
tion while the RUSS can maintain the contact force and path
following performance dynamically. We believe such a semi-
autonomous system with shared autonomy with clinicians is
a promising solution to take both advantages of robots about
the accuracy and repeatability and human operators about the
advanced physiological knowledge. In the future, more tests
on real patients are required to further analyze the clinical
constraints and advantages.
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