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A B S T R A C T   

The EUOS/SLAS challenge aimed to facilitate the development of reliable algorithms to predict the aqueous 
solubility of small molecules using experimental data from 100 K compounds. In total, hundred teams took part 
in the challenge to predict low, medium and highly soluble compounds as measured by the nephelometry assay. 
This article describes the winning model, which was developed using the publicly available Online CHEmical 
database and Modeling environment (OCHEM) available on the website https://ochem.eu/article/27. We 
describe in detail the assumptions and steps used to select methods, descriptors and strategy which contributed to 
the winning solution. In particular we show that consensus based on 28 models calculated using descriptor-based 
and representation learning methods allowed us to obtain the best score, which was higher than those based on 
individual approaches or consensus models developed using each individual approach. A combination of diverse 
models allowed us to decrease both bias and variance of individual models and to calculate the highest score. The 
model based on Transformer CNN contributed the best individual score thus highlighting the power of Natural 
Language Processing (NLP) methods. The inclusion of information about aleatoric uncertainty would be 
important to better understand and use the challenge data by the contestants.   

1. Introduction 

The solubility of chemical compounds is a critical parameter in drug 
discovery, as it directly affects the bioavailability of the compound. Low 
solubility can result in inaccurate high-throughput screening (HTS) 
outcomes and can mask toxicity effects during early-stage drug devel
opment [1,2]. The intrinsic solubility of a compound refers to its solu
bility in a neutral state at thermodynamic equilibrium between the solid 
and dissolved state [3]. Although several modeling approaches have 
been developed to predict intrinsic solubility, usually small sets of 
compounds were used since acquiring such experimental data is 
time-consuming and costly, requiring the achievement of thermody
namic equilibrium and titration to obtain the pH at which the compound 

is neutral [4]. A cheaper approach involves the determination of kinetic 
solubility, whereby compounds are first dissolved in DMSO and then 
added to water to determine precipitation concentration [5]. The kinetic 
solubility of compounds is frequently higher than intrinsic solubility due 
to supersaturation and strongly assay dependent [6]. The parameters of 
assay such as temperature, time required for stirring, etc., could strongly 
affect the results. An even faster approach, as used for this challenge [7], 
is to determine threshold solubility, which is crucial in assessing 
whether a given compound is soluble enough for an HTS screening assay 
[8]. 

Although experimental methods can determine solubility, they are 
often time-consuming and require a considerable amount of resources. 
Furthermore, the number of compounds that need to be tested in the 

* Corresponding author at: Institute of Structural Biology, Molecular Targets and Therapeutics Center, Helmholtz Munich-Deutsches Forschungszentrum für 
Gesundheit und Umwelt (GmbH), DE-85764 Neuherberg. 

E-mail address: igor.tetko@helmholtz-munich.de (I.V. Tetko).  

Contents lists available at ScienceDirect 

SLAS Discovery 

journal homepage: www.elsevier.com/locate/slasd 

https://doi.org/10.1016/j.slasd.2024.01.005 
Received 18 May 2023; Received in revised form 6 January 2024; Accepted 22 January 2024   

https://ochem.eu/article/27
mailto:igor.tetko@helmholtz-munich.de
www.sciencedirect.com/science/journal/24725552
https://www.elsevier.com/locate/slasd
https://doi.org/10.1016/j.slasd.2024.01.005
https://doi.org/10.1016/j.slasd.2024.01.005
https://doi.org/10.1016/j.slasd.2024.01.005
http://creativecommons.org/licenses/by/4.0/


SLAS Discovery 29 (2024) 100144

2

initial phase is substantial, making it challenging to determine the sol
ubility experimentally. Therefore, approximations allow researchers to 
make a preliminary selection of promising compounds. Developing 
computational methods to predict solubility can increase the speed of 
approximations even further than the experimental approaches, and 
machine learning has emerged as a powerful tool to achieve this. While 
various computational methods for predicting solubility of compounds 
were developed [3,9], the conclusion from the recent challenge orga
nized by JCIM was that prediction of this property remains a difficult 
and challenging task and no significant improvements in the field have 
been observed over the last ten years [10]. 

The development of approaches to predict kinetic solubility is diffi
cult due to the limited number of high-quality data as well as de
pendency on the used assay. Studies using large solubility datasets are 
frequently performed at pharma companies with in house data. For 
example, back in 2010 Solubility Forecast Index (SFI) was proposed by 
GlaxoSmithKline scientists [11] based on analysis of 100k kinetic solu
bility data. The index (SFI = clogDpH7.4 + #Ar) provided a simple 
interpretable relation between predicted octanol-water distribution co
efficient calculated at pH7.4 (pH of the assay) and number of aromatic 
rings in a molecule. There is a public set of kinetic solubility data of 
about 60k compounds deposited in PubChem [12]. These data have a 
limited range of solubility values and most of them are insoluble or 
moderate soluble with only 1.8 % compounds highly soluble according 
to PubChem (>60 µg/mL) definition. The SFI index reliably predicted 
highly and medium soluble compounds (>83 %) but was able to 
correctly identify only 56 % of insoluble (<10 µg/mL) compounds [13], 
thus indicating challenges to predict low soluble compounds. Recently a 
multi-task neural network model to predict pH-dependent solubility 
based on 300k compounds was published by Bayer [14]. 

This study outlines the solution we presented to the EU- 
OPENSCREEN - a not-for-profit European Research Infrastructure Con
sortium (ERIC) [15,16]. The challenge was established to identify the 
state-of-the-art computational methods for reliable predictions of the 
threshold solubility of compounds [17]. Here, we present the consensus 
model, which was selected as the winning open-source solution and 
address some difficulties encountered during the participation in the 
challenge. Finally, we place our solution into a greater context and re
view both our results as well as the data provided by the challenge. 

2. Material and methods 

2.1. Data 

To create a broad data set for this challenge to enable the applica
bility of resulting models to a wide range of chemical space, EU- 
OPENSCREEN selected 101,111 small compounds. These chemicals 
were experimentally tested by the BioFarma Research group from the 
University of Santiago de Compostela [16]. The exact experimental 
procedure using nephelometry was described by Brea et al. [7]. 

The average values of the control compounds Amiodarone and 
Phenytoin were used to convert the nephelometer values of the com
pounds into categorical values. The three solubility classes low, medium 
and high were represented with the numerical values of 0, 1 and 2 
respectively throughout the challenge. With a nephelometer result lower 
than 50,000, which is the average value of Phenytoin, the molecules are 
classified as high soluble. Between 50,000 and 100,000 they end up in 
the medium class and with a value higher than the nephelometer 
average of Amiodarone (100,000) they were sorted in the class with low 
solubility. 

2.2. Challenge evaluation 

For the challenge, 101,017 small molecules were made available to 
participants as SMILES strings [16]. The training set contained 70,710 
compounds with activity data and the test set had 30,307 compounds 

without activity data. The challenge participants were expected to 
predict the solubility classes of the test set compounds using just 
chemical structure features and open-source resources. The evaluation 
of prediction was done using the Quadratic Weighted Kappa (QWK) 
score [17–19] in two phases: a public performance score was generated 
using one part of the test compounds (leaderboard set) and was made 
public on the Kaggle leaderboard immediately after every submission. In 
the final phase the contributed (usually best-performing) prediction of 
each team was evaluated on the remaining test set data (private set) 
after the submission deadline. The performance on the private set was 
used to identify the winning contribution. Randomly stratified sampling 
was used to ensure that the same fractions of low, medium, and high 
soluble compounds were present in the training, leaderboard, and pri
vate sets. A more detailed description on the challenge setup and eval
uation was described by Wang et al. [17]. The challenge participants 
were limited to one submission per day and per team, and each partic
ipant was required to join only one team during the challenge, which ran 
from September 19th to December 31st 2022. As a result, each team had 
a maximum of 102 submissions at their disposal. Our team submitted a 
total of 18 predictions during the competition and the submission with 
the best-performing prediction for the leaderboard set was selected for 
the final evaluation. After the challenge ended, participants were 
allowed to submit new predictions, and the scores for both the leader
board and private test sets were made available immediately. These 
uncounted scores were used for the majority of the analyses reported 
below. 

2.3. General modeling framework 

Open Chemical database and Modelling environment (OCHEM) [20] 
and its recent open source release - openOCHEM (https://github.com/ 
openochem) were used to develop and disseminate models. OCHEM 
contains numerous descriptors and machine learning methods, which 
include both commercial and publicly available tools. openOCHEM 
contains only open source code (GPL, LGPL, AGPL) or binary codes, 
which were released under permissive licenses and can be used without 
restrictions for academic, educational, recreational or evaluation pur
poses. All models were validated using 5-fold cross-validation (5CV). 
The statistical coefficients calculated using 5CV protocol were also used 
to evaluate model performances and select models for the challenge as 
described below. 

2.4. Molecule standardization 

All molecules were standardized and cleaned using built-in OCHEM 
workflow. Molecules were stripped from salts (only the largest compo
nent was kept for analysis), neutralized then returned as canonical 
SMILES [21] for processing by various descriptor packages and machine 
learning methods. OCHEM stores molecules in Kekule representation. A 
conversion from aromatic to Kekule representation could sometimes 
result in error. We did not observe any errors with molecules down
loaded from the challenge website. An analysis of the InChi detected one 
duplicated molecule (EOS17062/EOS102135) which was present in 
both training and test sets. 

2.5. Molecular descriptors 

In order to ensure the reproducibility and sharing of the developed 
model, the selection of descriptor packages and machine learning ap
proaches was limited to those available in open-source openOCHEM. To 
eliminate redundancy, unsupervised filtering was employed by 
removing descriptors with less than two different values per training 
dataset and those with strong correlation (Pearson correlation > 0.95). 
The number of descriptors for each package after filtering is presented in 
Supplementary Table S1. Based on previous studies indicating that the 
use of 3D descriptors may not significantly improve solubility 
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prediction, we focused on 2D descriptors [3]. Following preliminary 
analysis, we selected nine descriptor packages to build our models. 
These packages are briefly described below. 

ALogPS, OEstate: These 2D descriptors include predicted lip
ophilicity [22] and intrinsic solubility [23] of molecules which were 
developed using extended E-state indices [24,25]. The predicted prop
erties as well as E-state indices themselves were used for model 
development. 

Continuous and Data-Driven Descriptors (CDDD) [26] were gener
ated from low-level molecular latent representation of a pre-trained 
deep neural network learning model. 

GSFrag [27] counts occurrences of certain special fragments in 
chemical structures, which include from k = 2 to k = 10 vertices. 

JPlogP [28] is another program to predict lipophilicity of com
pounds which was made open-source by the authors together with de
scriptors used to develop it. 

EPA included 2D descriptors developed by the US Environmental 
Protection Agency as part of their Toxicity Estimation Software Tool 
[29]. 

Mold2 [30] was developed by the National Center for Toxicological 
Research and the U.S. Food and Drug Administration and includes both 
1D and 2D descriptors for chemoinformatics and toxico-informatics 
problems. 

Quantitative Name Property Relationship (QNPR) [31] descriptors 
are based on 1D molecular representation (SMILES string or IUPAC 
name), which were split into fragments of a specified length (range). 

Functional class fingerprints of diameter 4 (FCFP4) [32] were 
calculated using RDKit [33], which is a cheminformatics and molecular 
modeling toolkit developed for Python. It provides extensive function
ality for working with molecules. For our study we used circular fin
gerprints of length 1024. 

Extended Functional Groups (EFG) [34] were based on SMART 
patterns to identify typical functional groups representing across 
different chemical classes used in medicinal chemistry. 

2.6. Machine learning methods 

The final submission contained models based on molecular de
scriptors and molecular representations based on smiles and graphs 
(Fig. 1). The machine learning methods based on descriptors included 
Deep Neural Network (DNN) [35] and CatBoost [36]. DNN [35] was a 
high-dense neural network composed of seven layers. The calculated 
descriptors were used as input to the network and the output of the 
network was the target activity class used as a regression task. CatBoost 
[36] is an open-source gradient boosting algorithm on decision trees. It 
uses ordered boosting which allows it to avoid the problem of over
fitting, in particular for small training sets. In addition, we also analyzed 
Random Forest (RF) [37], Associative Neural Networks (ASNN) [38], 
Support Vector Machines (SVM)[39], Partial Least Squares (PLS) [40], 
XGBoost [41], as well as traditional k-Nearest Neighbors (kNN) and 
Multiple Linear Regression (MLR). 

Additionally, we also used a number of representation learning 
methods implemented within KGCNN [42], which were adapted to be 
used in the OCHEM (Table 1). These methods do not need descriptors 
but learn internal features based on representation of molecules as 
SMILES or graphs. The differences in methods appear due to various 
attributes of nodes and vertices of graphs (i.e., atoms and bonds for 
molecules), different training algorithms, model pretraining and/or use 
of 3D information, which was generated internally using RDKit [33] 
from SMILES [21]. We also used the Transformer CNN [43], which is 
based on analysis of internal latent representation learned during 
SMILES canonisation of 1.7 M molecules from the ChEMBL database. 

All methods were used with default parameters as specified on the 
OCHEM web site (https://ochem.eu), which also provides more detailed 
information about methods and descriptors. 

2.7. Statistical parameters 

The (Cohen) kappa metric used to rank models in the challenge was 
first described in 1960 by Jacob Cohen [19]. Kappa was introduced as a 
coefficient of agreement for the voting of multiple judges for nominal, 

Fig. 1. Overview of molecular representations and models. Molecules were represented by rule-based feature extractions and model-based feature generators, 
SMILES text, and graph representations. Subsequently, descriptor-based models including CatBoost and DNNs, Transformer CNN and KGCNN models were generated 
and tested. For the final submission, these models were then combined through a consensus scoring. 
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though non-ordered, categories. It differs from the simple summation of 
identical votes by respecting the amount of agreement that is expected 
to occur by chance. In 1968, Jacob Cohen extended the theory and 
described the weighted kappa coefficient, which takes the magnitude of 
disagreement into account [18]. The Quadratic Weighted Kappa (QWK) 
metric used for the challenge works with a quadratic distance function 
between categories to enhance the sanction of higher disagreements (i. 
e., low vs higher accuracy). Like all kappa coefficients, it ranges from +1 
for an exact agreement throughout all elements and − 1, which would 
indicate a systematic disagreement. A value of zero shows an alignment, 
which would occur at random considering the categorical frequencies. 
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For the calculation of the quadratic kappa metric the confusion 
matrix Oi,j and the expected matrix E will be needed. The latter is 
calculated as the outer product of the two histograms, one coming from 
the actual labels and the other from the predictions. After normalizing 
the two matrices, the quadratic kappa value can be calculated as follows 
using a 3 × 3 weights matrix w with a quadratic distance function. 
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The Kaggle challenge has provided code and examples of usage of 
this coefficient [54]. Two strategies were mentioned to optimize per
formance of models for QWK:  

1) Consider the modeling as regression model and optimize the root 
mean squared error (RMSE)  

2) Use QWK directly as error (loss) function 

Since the QWK loss function was not available in OCHEM we, 
following suggestion of Kaggle [54], considered the classification 
problem as a regression model with numerical values 0, 1 and 2 for the 
respective classes and selected models with minimal RMSE, which is a 
traditional loss function for regression tasks (see also the ToxCast 
challenge [55]). 

As aforementioned, we assumed that the proportions of molecules 

with low, medium and high solubilities in the test sets were identical to 
those in the training set. Therefore, following model development we 
sorted all molecules according to their predicted solubility scores and 
assigned respective classes using the same percentages of compounds as 
observed in the training set. 

3. Results 

3.1. Initial investigation 

The challenge setup allowed only a limited number of submissions 
(maximum of 102) and we therefore wanted to approximate the sub
mission score with an openOCHEM internal score. As mentioned before, 
we approximated submissions using a five-fold cross-validated RMSE 
value. This also contributed to less overfitting to the public submission 
set, and in theory generalizing to the unseen private submission set. 
QWK test sets were calculated after the end of the competition to provide 
more insight into the decision-making strategies. 

We used 18 submissions throughout the time of the challenge to 
explore different strategies (e.g., two-steps classification, using 
weighted learning, exploration of classification strategies based on k- 
nearest neighbors). These initial analyses were comprehensively 
described in the BSc thesis of the first author. All strategies provided 
results lower or similar to using consensus modeling when fitting RMSE 
for a regression task. Because of simplicity and less number of fitting 
parameters (e.g., weighting of individual classes) this strategy was 
selected to develop the final model. 

During some of the initial steps we included 3D descriptors as well as 
commercial descriptors. Since their use did not significantly increase 
performance of developed models, we switched only to those available 
in the openOCHEM in order to make the final model publicly available 
and fulfill the challenge requirements. Development of the openOCHEM 
platform itself as well as implementation of the KGCNN methods were 
another significant part of the challenge efforts. 

3.2. Descriptor-based model analysis 

Individual machine learning models were analyzed using an initial 
descriptor set of AlogPS and OEstate. Internal five-fold cross-validation 
results and external test QWK scores from models available in open
OCHEM are shown in Table 2. Post hoc analysis showed that descriptor- 
based models included some of the best performing models in both 
leaderboard and private QWK scores. An exception was ASNN, which 
contributed the highest score for the Leaderboard dataset but had a 
lower score for the private set. Overall the RMSE correlated with the 
QWK scores. Based on Table 2 data we calculated R=− 0.38 and 
R=− 0.46 for leaderboard and private scores, respectively. Thus, indeed, 
RMSE could be a proxy to identify models with high QWK score in the 
absence of a direct loss function for the latter one. 

Table 1 
Overview of graph neural network representation learning used in the challenge. 
*  

N Abbreviation Paper full name or Acronym ref 

1 AttFP Attentive Fingerprints [44] 
2 ChemProp Directed Message Passing Neural Network [45] 
3 DimeNetPP Directional Message Passing for Molecular Graphs [46] 
4 GIN Graph Isomorphism Network [47] 
5 GINE Graph neural network efficiently pre-training to 

improve accuracy of GIN 
[48] 

6 Schnet One of the first network designed to model atomistic 
systems by making use of continuous-filter 
convolutional layers 

[49] 

7 GAT Graph ATtention networks [50] 
8 Gatv2 Overcomes limitation of GAT by using dynamic 

attention 
[51] 

9 HamNet Conformation-Guided Molecular Representation with 
Hamiltonian Neural Networks 

[52] 

10 GraphSAGE Inductive Representation Learning on Large Graphs [53] 

*See detailed descriptions of KGCNN algorithms at https://github.com/aimat-la 
b/gcnn_keras and implementation at https://github.com/openochem/ochem-co 
de/tree/main/WfTools/tools/kgcnn. 

Table 2 
Performance of different methods using AlogPS + OEstate descriptor set.   

Training set 5CV results Test sets QWK 

Method RMSE R2 Leaderboard private 
DNN 0.378 ± 0.003 0.024 ± 0.002 0.113 0.096 
CatBoost 0.380 ± 0.003 0.016 ± 0.002 0.107 0.092 
MLR 0.381 ± 0.003 0 ± 0.001 0.107 0.084 
ASNN 0.382 ± 0.003 0 ± 0.001 0.116 0.075 
KNN 0.382 ± 0.003 0 ± 0.001 0.067 0.050 
PLS 0.382 ± 0.003 0 ± 0.001 0.081 0.058 
RF 0.385 ± 0.003 0.014 ± 0.001 0.097 0.095 
XGBoost 0.410 ± 0.003 0 ± 0.001 0.081 0.059 
LibSVM 0.934 ± 0.005 0 ± 0.001 0.077 0.051  
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3.3. The final model design 

Experience from previous competitions in the ToxCast toxicity pre
diction challenge [55] and Tox21 challenge [56] introduced the idea of 
consensus modeling as a successful strategy to improve model perfor
mance. Descriptor-based machine learning methods with the two 
smallest RMSE scores, i.e. DNN and CatBoost, were combined into a 
consensus model. Selecting these two principally different 
descriptor-based machine learning approaches, neural networks and 
decision trees, we hoped to eliminate variances and biases of each spe
cific approach. 

Additionally, representation learning methods resulted in similar 
scores compared to descriptor-based methods (see supplementary 
Table S1). Based on the same consideration to diversify models for 
consensus, we included these representation methods in the consensus 
model b. However, since we did not analyze the results of individual 
models nor their QWK scores during the challenge, we did not notice 
that DimeNetPP and GraphSAGE models predicted exactly the same 
values for all compounds from the both test sets (see Supplementary 
Table S2). Therefore exclusion of these models did not influence pre
diction results. 

In order to fully use the power of different approaches, we built a 
consensus model based on all models. Since performance of all methods 
were very similar, we used a simple average of model predictions. While 
the final challenge model (#1, Table 3) had larger RMSE than the best 
descriptor based model developed with DNN using AlogPS+OEstate 
descriptors (#3, Table 3), it had higher QWKs for both Leaderboard and 
private sets and contributed a winning top I model of the challenge. 
After the end of the challenge we noticed that by mistake the CatBoost 
model based on EFG descriptors was not included in the consensus. Its 
inclusion slightly increased QWK scores for both sets (#2, Table 3). 

The best individual model based on representation learning, Trans
former CNN, (#4, Table 3) provided a slightly higher QWK score 
compared to that of the best DNN model for the Leaderboard set, but the 
same score for the private set. 

The consensus model built using the ASNN method had higher QWK 
scores than the respective consensus models built using DNN and Cat
Boost. An attempt to improve results by substituting DNN models with 
ASNN provided lower QWK scores for both the Leaderboard set (0.142) 
and private sets (0.112) as compared to the challenge model. Thus, it 
looks like the combination of modeling methods selected by us provided 
a nearly optimal score within our approach. 

We also analyzed whether linear machine learning methods could be 
used instead of DNN and CatBoost. For this study we developed a 
consensus model based on 18 descriptor-based models using Partial 
Least Squares (PLS) and Multiple Linear Regression Analysis (MLR). 
Despite the 5CV RMSE of this model (#11, Table 3) was similar to that of 
the winning model, QWK scores for test sets were lower. 

After the end of the challenge Dr. Bernhard Rohde described results 
of his submission and indicated that there was a variability of the pro
portions of insoluble compounds per plate [57]. He determined the in
formation about plate and position of each sample on the plate from the 
data labels based on assumptions of the enumeration of compounds 
within each assay. His submission calculated higher scores QWK=0.198 
and 0.217 for Leaderboard and private sets, respectively. The 
label-specific descriptors were not accepted as eligible information by 
the challenge organizers and thus this submission was not listed amid 
the challenge winners. To understand this organizers’ decision, it is 
essential to understand that for a robust prediction of an unseen mole
cule solubility, we must not include prior or biased knowledge. 

Since his code was publicly available, we decided to evaluate the 
impact of inclusion of the plate-specific information on the performance 
of our models. Since representation learning methods did not allow the 
use of external descriptors we limited our study only to descriptor-based 
methods. 

We added the following descriptors  

1) Position of the investigated sample on the plate (row and column 
number)  

2) Plate number  
3) Geometrical distance of the sample to plate border 
4) Probabilities of low and (low+medium) compounds per plate esti

mated using training set data 

The inclusion of these six descriptors significantly decreased the 
RMSE for the training set and improved the QWK scores for both private 
and Leaderboard sets but was still lower than results calculated by Dr. 
Rohde. 

The developed model (#1 and #2) on the main OCHEM website as 
https://ochem.eu/article/27 or can be provided on a request to be 
executed within the docker container of openOCHEM. 

Table 3 
Statistical parameters of representative models.  

N Solution Individual models in 
the solution 

Training set, 
5CV 

Test sets, QWK 
score  

Comment    

RMSE Leaderboard private  

1 Winning challenge consensus 28 0.379 0.147 0.116 An average of descriptors and representation learning models 
2 Consensus challenge corrected 27 0.379 0.150 0.119 Same as #1 with addition of CatBoost model based on EFG 

descriptors and exclusion of DimeNetPP and GraphSAGE 
3 DNN, AlogPS+OEstate 1 0.378 0.113 0.096 Best descriptor-based model 
4 Transformer CNN 1 0.380 0.117 0.096 Best representation learning model 
5 Consensus using molecular 

descriptors 
18 0.378 0.140 0.114 An average of descriptors based models from #2 

6 Consensus using DNN models 9 0.378 0.132 0.104 An average of DNN models from #2 
7 Consensus using CatBoost 

models 
9 0.378 0.129 0.103 An average of CatBoost models from #2 

8 Consensus using only ASNN 
models 

9 0.382 0.131 0.115 An average of ASNN models 

9 Consensus using ASNN instead 
of DNN 

27 0.382 0.142 0.112 Same as #2 with ASNN models used instead of DNN 

10 Consensus using representation 
learning models 

11 0.383 0.132 0.107 An average of KGCNN and Transformer CNN models from #2 

11 Consensus using linear 
approaches 

18 0.380 0.117 0.089 Same as #5 but using PLS and MLR model 

12 Consensus using plate specific 
descriptors 

27 0.368 0.206 0.207 Same as #5 but including plate-specific descriptors  
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4. Discussion 

The winning model contributed by our team was based on a 
consensus of 28 models built on open-source descriptors and algorithms. 
The consensus modeling allows leveraging performance of individual 
models by decreasing their variances and biases. The same idea is the 
basis of ensemble methods, such as Random Forest (RF) [37], which uses 
bagging, or Associative Neural Networks (ASNN) [38], which uses 
random split of data, in which an average of models developed using the 
same approach is used. It is also used in boosting approaches, such as 
CatBoost [36] and XGBoost [41] which focuses on fitting more hard to 
learn samples. Based on successful experience with using consensus 
models in ToxCast [55] and Tox21 [56] challenges, our strategy was to 
use the same approach with the best set of descriptor and machine 
learning methods available in openOCHEM, which resulted in the win
ning solution of the first EUOS/SLAS challenge. This result highlights an 
importance of consensus modeling as well as shows the high potential of 
the OCHEM platform to contribute best accuracy models. 

The consensus modeling (or any ensemble) is most successful when it 
combines models that are diverse. Indeed, the use of any number of 
identical models in an ensemble will not change the results. The bias- 
variance decomposition analysis [58] indicates that model error can 
be split into variance and bias. The variance can be decreased by 
ensembling models that have uncorrelated errors, i.e. by developing 
models based on different split of data (such as bagging [37]) or, e.g., 
using different initialisation of weights in neural networks, etc. The bias 
of a model depends on the used machine learning method and/or data 
representation and could be decreased by using a consensus of models 
developed with different approaches or/and different representation of 
molecules, i.e., different descriptors, SMILES and/or graphs. However, 
at the same time averaging of models based on different approaches also 
decreases the variance since errors contributed by different machine 
learning methods are less unlikely to be correlated. That is why the 
consensus model based on averaging different models contributed the 
highest accuracy. We cannot exclude that use of a large consensus of 
models, or using bagging to decrease variance of individual models 
could further increase the accuracy of the consensus model. Such anal
ysis, however, would require much more computational resources and it 
is not clear whether the achieved improvement would be significant. 

The 1st EUOS/SLAS solubility Challenge [17] was overall a pro
ductive experience. However, future challenges should adhere to more 
strict guidelines of data randomization, submission procedures and 
competition rules to avoid unintended information leakage or, vise 
versa, explicitly include some additional information which could be 
available for all participants. All compounds should have hashed or 
randomized ids, without additional information. Compounds should be 
also ordered randomly to avoid information leakage. This was particu
larly relevant in the last section of the test set compounds [59], which 
included a significantly higher amount of low-soluble compounds. 
Therefore, using id highly skewed the accuracy of participants who used 
this information based on informed assumption (such as Dr. Rohde - 
leaderboard second place, who was able to determine plate number as 
well as position of compounds on the plate based on the compound id) 
and those using it by chance (such as the leaderboard first place). 

A leak of information due to data ordering could be easily prevented 
by data shuffling mentioned above which could invalidate results of the 
first leaderboard place. This will not, however, invalidate results based 
on the plate-specific information. Dr. Rhode models were improved by 
using both plate number and, to a lesser degree, position of a compound 
on the plate. The closeness of a compound to the border of the plate is 
logical, since compounds near to the edge of the plate could be subjected 
to different technical issues, such as dispersion of a less amount of sol
vent or/and measurement artifact. However, Brea et al. [7] indicated 
that these edge effects were mitigated by sealing plates before incuba
tion. This is in line with our finding that inclusion of positions of the 
investigated sample on the plate (row and column number) and 

geometrical distance of the sample to plate border did not change the 
score for the private test set for our descriptor-based methods. This could 
be due to the fact that we used large numbers of descriptors and thus 
these additional plate-based descriptors were “lost” amid those derived 
from the chemical structure of molecules. However, it is more likely that 
edge effects were not a major indicator for solubility. Future nephe
lometry protocols could make the methods more robust by randomizing 
plate location for duplicates and triplicates. 

The influence of the plate number is unexpected. As it was shown by 
Dr. Rhode different plates had very different proportions of insoluble 
compounds, which could not be explained thus by a chance effect. In our 
model, inclusion of plate number and probabilities of soluble and me
dium soluble compounds per plate (based on the plate numbers and 
observed ratios of different types of compounds per plate) did signifi
cantly increase the scores (Table 3, #12) confirming observations by Dr. 
Rohde [57]. The improvement of scores could reflect either bias in data 
preparation per plate, i.e., ordering of compounds by providers which 
could have different solubilities due to, e.g., degradation or change in 
concentration due to solvent evaporation depending on trans
portation/storage condition, duration of storage, or different purity, 
presence of co-solvents, etc., depending on manufacturing process of 
each provider. Alternatively, measured compounds could be ordered by 
the time of acquisition and thus again, degradation or evaporation could 
play a role. All these facts could lead to different enrichments of insol
uble compounds per plate. Another problem could be some technical 
issues with the plates themselves or issues with determination of solu
bility of Amiodarone and Phenytoin (we can only speculate that these 
compounds could be, e.g., degraded or their concentrations could be 
changed due to evaporation of solvent during the course of experi
ments), which were used to determine thresholds for classification of 
insoluble and medium soluble compounds. The fact that machine 
learning methods identified the impact of plate information is important 
and should be further investigated by scientists performing the experi
ments. Once reasons are identified, some measures such as renormali
zation of thresholds due to changes in the solubility of standards could 
be used. Alternatively, the factors such as time of deposition to collec
tion, provider name, position on the plate, etc. could be provided to all 
contestants and would allow them to improve accuracy of models and to 
better predict new molecules. 

The participation in a challenge requires significant resources and 
keeps participants active during its whole duration. However, often a 
participant can dedicate significant resources only for a short period of 
time, frequently near to a deadline. In this respect a possibility to submit 
more than one submission per day whilst limiting the total number of 
submissions could be important to participants. 

A submission of multiple models and selection of the one that pro
vided the highest accuracy for the test set could lead to overfitting. 
Indeed, we noticed that Leaderboard scores were consistently higher 
than private scores. We observed this difference for all our submissions 
as well as for all 100+ individual teams submissions from the challenge 
website. While models submitted by other teams could have inflated 
QWK scores for the Leaderboard set due selection of models with higher 
scores for this set, that was not a case for our analysis, because we 
compared results without any model selection. Both the Leaderboard 
and private set scores were highly correlated (R2 = 0.978) based on 100 
submissions. The only exception was the submission of Dr. Rohde, which 
used plate-specific information. An inclusion of the plate-specific de
scriptors provided a model with a higher score for the private set also for 
our study. This result may indicate that there was some bias in selection 
of compounds for the Leaderboard and private sets, which could be due 
to the use of stratified data sampling for test sets or/and other reasons. 
The inclusion of plate-specific descriptors compensated for this effect. 

Lastly, the competition rules should contain information to avoid any 
misinterpretation by participants of the competition. This included in
formation about data labels and ordering of compounds which was used 
by participants for high scoring, but ineligible solutions. Another 
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example was the discussion on usage of auxiliary data for competition 
submissions. The remark that “any extra dataset competitors might use, 
if produced with the same protocol we described, can anytime be used” 
[60], was interpreted by some of the authors as permission to include 
additional measurements coming from the same protocol. In this case 
the extension of experimental data with new measurements could pro
vide significant advantages to some participants, who have an access to 
such data. A statement that no external data are allowed would be very 
helpful and would avoid any doubts. 

The authors note that given the available data, no submission ach
ieved an evaluation that gives significant predictive performance. In 
order to improve submissions in future competitions, information about 
data-driven uncertainty (aleatoric uncertainty) needs to be available to 
the contestants. Future competitions could include more information for 
participants to model the data-driven uncertainty, including informa
tion on replicating experimental values as well as providing numerical 
values instead of classes. The latter may allow the researchers to use 
regression instead of classification model and better account for, e.g., 
compounds that have solubility near to the class threshold. In case of 
large variability of experimental values, a larger number of repetitive 
measurements should be done to decrease aleatoric uncertainty. As 
aforementioned, the position on the plate can be also provided to ac
count for edge artifacts. 

In conclusion, we have shown that consensus modeling by averaging 
predictions contributed by different machine learning models available 
in OCHEM was a winning strategy. It provided higher QWK scores than 
individual models or consensus based on the same class of machine 
learning methods. Amid individual models, Transformer CNN contrib
uted the highest accuracy. 
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