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D E V E L O P M E N TA L  N E U R O S C I E N C E

Chronic exposure to glucocorticoids amplifies 
inhibitory neuron cell fate during human 
neurodevelopment in organoids
Leander Dony1,2,3,4,5, Anthi C. Krontira1, Lea Kaspar1,2, Ruhel Ahmad1, Ilknur Safak Demirel6, 
Malgorzata Grochowicz6, Tim Schäfer6, Fatema Begum1, Vincenza Sportelli1,5,  
Catarina Raimundo1, Maik Koedel1, Marta Labeur1, Silvia Cappello5,7,8, Fabian J. Theis3,4,5,9, 
Cristiana Cruceanu1,6*, Elisabeth B. Binder1,5,8*

Disruptions in the tightly regulated process of human brain development have been linked to increased risk for 
brain and mental illnesses. While the genetic contribution to these diseases is well established, important environ-
mental factors have been less studied at molecular and cellular levels. Here, we used single-cell and cell type–
specific techniques to investigate the effect of glucocorticoid (GC) exposure, a mediator of antenatal environmental 
risk, on gene regulation and lineage specification in unguided human neural organoids. We characterized the 
transcriptional response to chronic GC exposure during neural differentiation and studied the underlying gene 
regulatory networks by integrating single-cell transcriptomics with chromatin accessibility data. We found lasting 
cell type–specific changes that included autism risk genes and several transcription factors associated with neu-
rodevelopment. Chronic GC exposure influenced lineage specification primarily by priming the inhibitory neuron 
lineage through transcription factors like PBX3. We provide evidence for convergence of genetic and environmen-
tal risk factors through a common mechanism of altering lineage specification.

INTRODUCTION
Human neurodevelopment is a tightly regulated process starting 
early in embryogenesis that choreographs cellular proliferation, mi-
gration, differentiation, and synaptogenesis. The precise timing and 
sequence of these events are essential to establish neural circuits that 
govern cognitive, emotional, and behavioral functions. Deviations 
from this program have been linked to a spectrum of neurodevelop-
mental and psychiatric disorders, including autism spectrum disor-
ders (ASDs) and schizophrenia. This is supported by the strong 
enrichment of genes carrying genetic variants associated with these 
disorders in molecular and cellular pathways essential for neurode-
velopment (1–3). Modeling the effects of associated deleterious vari-
ants in transgenic animals and induced pluripotent stem cell–derived 
model systems supports their impact on neurodevelopment (4, 5).

While these disorders have a large genetic component, with heri-
tability estimates from twin studies around 75% (6), environmental 
risk factors during pregnancy such as chemicals (7), infections (8), 
perinatal complications (9, 10), and exposure to glucocorticoids 
(GCs) (11) have also been implicated in increasing disease risk by 
affecting neurodevelopment. With this work, we aimed to elucidate 

the contribution of one such prenatal environmental factor, GCs, 
which are steroid hormones with critical endogenous roles in nor-
mal brain development and important pharmacological applica-
tions during pregnancy (11). Activation of the GC receptor in the 
developing brain plays an essential role in neurogenesis, neuronal 
migration, synaptogenesis, and modulation of neuronal plasticity 
(11). Perturbations in GC signaling during critical periods of brain 
development have been proposed to lead to long-lasting alterations 
in brain structure and function, potentially contributing to the 
pathogenesis of psychiatric disorders (12–14). Animal models and 
human studies have provided compelling evidence for substantial 
effects of GC excess during gestation on cognitive and emotional 
development. During pregnancies at risk of premature delivery, syn-
thetic GCs such as betamethasone and dexamethasone (Dex) are 
routinely used to promote lung maturation in the unborn child. 
Large epidemiological studies have linked such antenatal exposure 
to synthetic GCs to altered risk for childhood mental and behav-
ioral problems (15–17). An increase in risk is observed mainly when 
synthetic GCs are administered later in pregnancy, while the oppo-
site was observed for extremely preterm babies born at less than 
28 weeks of gestation (18, 19). Given that more than 10% of babies 
(~13 million) were born prematurely worldwide in 2020, this is a 
sizable environmental risk factor for brain development (20).

Despite the strong evidence for harmful effects from epidemio-
logical studies, there is limited evidence on the underlying molecu-
lar and cellular mechanisms (11, 21). Using human neural organoids 
as models of early brain development, we could recently show that 
GCs elicit cell type–specific transcriptional responses and that there 
is a highly significant enrichment of genes associated with neurode-
velopmental delay, ASD, and more common psychiatric disorders 
among those regulated by GCs, especially in neurons (22). Further-
more, we showed that GCs, through dysregulation of key transcrip-
tion factors (TFs) in neural progenitors, can have lasting effects on 

1Department Genes and Environment, Max Planck Institute of Psychiatry, 80804 
Munich, Germany. 2International Max Planck Research School for Translational 
Psychiatry (IMPRS-TP), 80804 Munich, Germany. 3Institute of Computational Biology, 
Computational Health Center, Helmholtz Munich, 85764 Neuherberg, Germany. 
4TUM School of Life Sciences Weihenstephan, Technical University of Munich, 
85354 Freising, Germany. 5German Center for Mental Health (DZPG), partner site 
Munich, Munich, Germany. 6Department of Physiology and Pharmacology, Karolins-
ka Institutet, Stockholm, Sweden. 7Physiological Genomics, Biomedical Center (BMC), 
LMU Munich Faculty of Medicine, 82152 Planegg-Martinsried, Germany. 8Max 
Planck Institute of Psychiatry, 80804 Munich, Germany. 9TUM School of Computation, 
Information and Technology, Technical University of Munich, 85748 Garching bei 
München, Germany.
*Corresponding author. Email: binder@​psych.​mpg.​de (E.B.B.); cristiana.​cruceanu@​
ki.​se (C.C.)

Copyright © 2025 The 
Authors, some rights 
reserved; exclusive 
licensee American 
Association for the 
Advancement of 
Science. No claim to 
original U.S. 
Government Works. 
Distributed under a 
Creative Commons 
Attribution 
NonCommercial 
License 4.0 (CC BY-NC). D

ow
nloaded from

 https://w
w

w
.science.org at H

elm
holtz Z

entrum
 M

nchen - Z
entralbibliothek on A

pril 09, 2025

mailto:binder@​psych.​mpg.​de
mailto:cristiana.​cruceanu@​ki.​se
mailto:cristiana.​cruceanu@​ki.​se
http://crossmark.crossref.org/dialog/?doi=10.1126%2Fsciadv.adn8631&domain=pdf&date_stamp=2025-02-14


Dony et al., Sci. Adv. 11, eadn8631 (2025)     14 February 2025

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

2 of 21

corticogenesis, which in turn are associated with positive outcomes 
in the development of cognition processes (23). This suggests a con-
vergence of the molecular pathways underpinning genetic and environ-
mental risk factors for neuropsychiatric and behavioral phenotypes.

The advent of human neural organoids now allows us to better 
link risk or resilience genes for neurodevelopmental disorders (NDDs) 
to molecular and cellular mechanisms. Data from cerebral organ-
oids derived from induced pluripotent stem cells from patients with 
idiopathic ASD or carrying rare coding or copy number variants 
associated with ASD suggest that cell fate specification is altered by 
risk genes carrying deleterious mutations, with particular support 
for alterations in the proportions of excitatory versus inhibitory 
neuronal lineages or dorsal versus ventral arealization (24–28). 
These findings are further supported by results from a CRISPR–human 
organoids–single-cell RNA sequencing (CHOOSE) system, in which 
36 high-risk ASD genes were perturbed. These risk genes were se-
lected among other autism risk genes for their relation to transcrip-
tional regulation, and their perturbation uncovered consistent effects 
on cell fate determination, mainly shifting the dorsal-to-ventral ratio 
at different levels (29).

With this article, we aim to address whether the convergence of 
risk genes for neuropsychiatric and neurodevelopmental disorders 
and genes regulated by antenatal exposure to GC, an environmental 
risk factor for childhood mental and neurodevelopmental disorders, 
extends beyond the molecular context to alteration of cell fate spec-
ification. For this, we exposed unguided and regionalized neural 
organoids to a chronic administration of the synthetic GC Dex, a 
drug that is commonly used clinically in pregnancies at risk of 
premature labor. We assessed cell type–specific responses with 
single-cell RNA sequencing (scRNA-seq) and single-cell assay for 
transposase-accessible chromatin using sequencing (scATAC-seq) 
analyses directly after the chronic administration and following a 
washout period. Our work advances the current knowledge by dem-
onstrating a convergent impact of environmental and genetic risk 
factors for mental and neurodevelopmental disorders on cell fate 
determination in the developing brain.

RESULTS
Chronic GC exposure in neural organoids does not induce 
significant metabolic stress in cells
To elucidate the effects of GCs on neurodevelopmental processes, 
we designed an exposure paradigm in unguided neural organoids. 
We collected 70-day-old organoids, continuously exposed to GCs 
for 10 days, starting at day 60 (Chr condition) and the matching 
vehicle control organoids (Veh condition), allowing us to measure 
the immediate transcriptional effects of chronic GC exposure. Fur-
thermore, we were interested in understanding which transcription-
al changes lasted for an extended period in organoids. For this, we 
collected organoids from the Veh and Chr conditions after an addi-
tional 20 days under standard culture conditions at day 90 (Veh-Veh 
and Chr-Veh conditions, respectively). Last, we wanted to under-
stand the differences between the transcriptional effects of chronic 
and acute exposure. Therefore, we obtained samples at day 90, ex-
posed to an additional 12-hour acute GC treatment before collec-
tion (Veh-Acu and Chr-Acu conditions). We duplicated all analyses 
using organoids derived from two human induced pluripotent stem 
cell (hiPSC) lines, Line 409b2 and Line FOK4, with four replicates in 
each of the six experimental conditions (Fig. 1).

We generated scRNA-seq data from all conditions. We combined 
these data to determine the cell type composition in organoids de-
rived from the two iPSC lines. Basing our analysis on known marker 
genes of cell types in the developing human brain, we were able to 
identify and label eight of the nine cell clusters in each of the lines 
(Fig. 2A and fig. S1A): Radial Glia (RG) (GPM6B, SOX2), neural 
progenitor cells (NPCs) expressing cell cycle markers (Cycling) 
(TOP2A, MKI67), Intermediate Progenitors (IP) (EOMES, PAX6), 
Excitatory Neurons (Ex. Neurons) (SLC17A6, STMN2), Inhibitory 
Neurons (Inh. Neurons) (GAD1, GAD2, SLC32A1, STMN2), a popu-
lation of unspecified neurons expressing the G protein regulator 
gene RGS5 (RGS5 Neurons) (RGS5, LINC00682, STMN2), immature 
Choroid Plexus cells (Imm. ChP) (RSPO3, TPBG), as well as more 
mature cells of the Choroid Plexus (ChP) (TTR, HTR2C, CLIC6).

We also identified a cluster of cells in the datasets from both 
lines, which did not express any clear combination of known marker 
genes. We identified many of these cells as metabolically challenged 
by scoring previously suggested pathways specific for nonviable cells 
in organoids (Fig. 2B) (30). We identified 12% of all cells as nonvia-
ble in both datasets (4304 cells in Line 409b2 data and 3559 cells in 
Line FOK4 data). In both cell lines, we found the highest fraction of 
nonviable cells in the Unknown cluster (74% of cells in Line 409b2 
and 41% in Line FOK4), followed by the RGS5 Neurons cluster 
(54% of cells in Line 409b2 and 15% in Line FOK4). Line 409b2 also 
had a substantial fraction of IP and Imm. ChP cells identified as 
nonviable cells (26% and 20%, respectively). For all other cell types, 
only small fractions of around 10% or less were identified (fig. S1B). 
We removed all cells identified as nonviable from the datasets. Fol-
lowing removal, the remaining cells of the Unknown cluster still 
showed low marker gene expression (maximum scanpy marker 
score Line 409b2: 6; Line FOK4: 38) compared to the rest of the 
clusters (mean maximum scanpy marker score Line 409b2: 131; 
Line FOK4: 104). Additionally, the top 10 marker genes of the re-
maining Unknown cells included several genes involved in cellular 
stress response, glycolysis, hypoxia, or metabolism in general (fig. 
S1C). Examples include NEAT1 (31), MALAT1 (32), CDKN1A (33), 
CSKMT (34), and DDIT3 (35). We consequently removed the re-
maining cells of the Unknown cluster from the dataset. We com-
pared pairwise viability scores between chronically GC-exposed 
samples and the respective control samples at days 70 and 90 for the 
different conditions and found no significant difference after remov-
ing the nonviable cells (Fig. 2C). This was also true when grouping 
the chronically treated samples with washout or washout and re-
stimulation (Chr-Veh + Chr-Acu against Veh-Veh + Veh-Acu). The 
only significant decrease [false discovery rate (FDR)–corrected 
P value = 0.04] in viability was observed in Line 409b2 when group-
ing the day 90 samples by acute treatment (Veh-Acu + Chr-Acu 
against Veh-Veh + Chr-Veh). This was not seen in Line FOK4. 
Together, these findings support that differential gene expression 
analyses for the chronic treatment and the majority of the washout 
conditions, the main focus of this study, are likely not confounded 
by differences in cell viability after filtering. Removing all nonviable 
cells from the datasets clarified the relationships of developmentally 
related cell types in the low-dimensional embeddings (Fig. 2D, top).

Consistent with our previous study (22), GC treatment was not a 
major source of variation during cell cluster definition, where cells 
were separated mainly by their cell identity in the low-dimensional 
data representation (Fig. 2D, middle). Furthermore, the expression 
of the GC receptor gene NR3C1 was uniform across most cell types 
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but less pronounced toward the mature end of the neuronal lineage, 
as described previously (22) (Fig. 2D, bottom). The fraction of 
NR3C1-expressing cells did not significantly differ between cell lines 
(fig. S1D). We did observe differences in NR3C1 expression levels 
between lines within specific cell types but not consistently occur-
ring in the same direction (fig. S1E). In addition, NR3C1 expression 
levels did not systematically vary with treatment conditions. The 
fraction of NR3C1-expressing cells showed a significantly stronger 
correlation with NR3C1 target gene expression than NR3C1 expres-
sion levels themselves (fig. S1F), likely making the former measure 
more relevant for GC response.

To characterize the regional identity of inhibitory and excitatory 
neurons in our dataset, we projected them onto our recently pub-
lished Human Brain Organoid Cell Atlas (HNOCA) (36). The neu-
ron subtypes projected to the nontelencephalic inhibitory and 
excitatory neuronal clusters in HNOCA, while the RG cells projected 
primarily to nontelencephalic NPCs. Organoids derived from Line 
409b2 additionally contained early cells of the glial lineage, whereas 
organoids derived from Line FOK4 contained a more pronounced 
lineage of the choroid plexus. Within the neuronal lineage, cells from 
both lines mapped to similar cell types in HNOCA (fig. S1G), sug-
gesting that organoids from both cell lines contained matching neu-
ronal cells. The expression of regional population markers across the 
assigned cell types confirmed the nontelencephalic identity of the 

progenitor and neuron clusters, with a variety of regional markers of 
the diencephalon, mesencephalon, and rhombencephalon being ex-
pressed to various degrees (fig. S1H).

Transcriptional response following chronic GC treatment in 
organoids includes key neurodevelopmental genes
Next, we sought to identify the transcriptomic and gene regulatory 
responses to our different GC treatment regimens. We harmonized 
results across the two iPSC donor backgrounds to ensure robustness 
in our identified differentially expressed (DE) genes. Specifically, we 
only deemed a gene as DE if it was significantly regulated at an FDR 
smaller than 0.1 with an agreeing direction of expression fold change 
in organoids derived from both cell lines (fig. S2A). This approach 
reduced the number of DE genes while increasing the robustness of 
downstream analyses.

This approach identified 803 consensus DE genes across six cell 
types (RG, Cycling, Inh. Neurons, Ex. Neurons, Imm. ChP, and 
ChP) (Fig. 3C). IP and RGS5 Neurons did not yield significant DE 
genes, likely due to power issues caused by smaller cell numbers in 
these groups or perhaps less convergence of cells within this identi-
fied cell type across the temporal differentiation timeline.

Among the top consensus DE genes by fold change were NNAT, 
a gene associated with early neurodevelopment and ion channel 
control (37) [mean log2 fold change (log2FC) RG = 0.56]; MAB21L1, 

60Organoid age (days):

Collected samples:

70

'Veh', 'Chr' 'Veh-Veh', 'Chr-Veh',
'Veh-Acu', 'Chr-Acu'

90

Chronic 10-day
GC treatment

Treatment and washout
time windows: 20-day washout period Acute 12-hour GC treatment 

Fig. 1. Overview of experimental setup and design. We designed six treatment conditions duplicated in organoids derived from two cell lines. We replicated each of 
these 12 conditions using four samples. We collected two treatment conditions at day 70: Veh (exposed to the treatment vehicle DMSO for 10 days starting from day 60) 
and Chr (exposed to the GC Dex for 10 days starting from day 60). We derived the four additional treatment conditions collected at day 90 from the day 70 conditions with 
sustained culturing in regular medium conditions for a further 20 days (washout period). The two conditions derived from the Veh condition were Veh-Veh and Veh-Acu, 
with an additional 12-hour acute GC exposure applied. Analogously, the two day-90 conditions derived from the Chr condition were Chr-Veh and Chr-Acu, with an addi-
tional 12-hour acute GC exposure applied. Parts of the figure were created with BioRender.com.

D
ow

nloaded from
 https://w

w
w

.science.org at H
elm

holtz Z
entrum

 M
nchen - Z

entralbibliothek on A
pril 09, 2025

http://BioRender.com


Dony et al., Sci. Adv. 11, eadn8631 (2025)     14 February 2025

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

4 of 21

associated with cerebellum development (38) (mean log2FC Excit-
atory Neurons = 0.31); NEUROD2, a gene associated with neuro-
development, ASD, and intellectual disability (39) (mean log2FC 
Inhibitory Neurons = −0.33); and the transcriptional regulators ID3 
(mean log2FC in Imm. ChP = 0.46) and ID2 (mean log2FC in Imm. 
ChP and RG = 0.41 and 0.52, respectively). In addition to NEUROD2, 
we identified several additional TFs closely associated with develop-
mental processes as DE in various clusters. Examples include SOX2, 
HDAC2, TCF7L2, PBX3, and YBX1. We found that one of these TFs, 
YBX1, was DE in a total of five cell types. Other examples of genes 
that were DE in five clusters included DLK1 [a regulator of hippo-
campal neurogenesis (40)] and MARCKSL1 [associated with neural 
tube defects and regeneration (41)] (Fig. 3C). We next performed 
pathway enrichment using the Gene Ontology Biological Process 
(GO-BP) set. This analysis identified enrichment for terms associ-
ated with neurodevelopment in the clusters with the most consensus 
DE genes. These included “axonogenesis,” “negative regulation of 
nervous system development” (RG); “axon development,” “substantia 
nigra development” (Excitatory Neurons); and “cranial nerve devel-
opment,” “regulation of neuron differentiation” (Inhibitory Neurons) 

(table S2). However, the terms most significantly enriched did not 
converge on specific neuronal pathways. They were generally as-
sociated with cell cycle regulation and intracellular transport in 
Excitatory Neurons and regulation of gene expression in RG and 
Inhibitory Neurons (Fig. 3D).

In addition to the TFs mentioned to be regulated above, we also 
found 72 ASD risk genes from the SFARI Gene database (42) 
DE. Examples include FABP5 (mean log2FC RG = −0.37), ARF3 
(mean log2FC Excitatory Neurons = −0.12), and BCL11A (mean 
log2FC Inhibitory Neurons = 0.22). When comparing the DE effect 
directly following chronic GC exposure with the lasting DE effect 
after the washout period at day 90 (table S3), we observed that 13% 
of the immediate transcriptomic effects showed persistent, strin-
gent DE after the washout. The nonoverlapping DE genes either are 
no longer captured after the washout due to differences in sample 
sizes between the comparisons or are indeed specific to a more 
short-lived response to GC exposure. Alternatively, given the 
relatively high number of TFs DE at day 70, these DE effects could 
have been translated to downstream transcriptional effects, ex-
plaining the high fraction (76%) of newly regulated DE genes 
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Fig. 2. Chronic GC exposure in neural organoids does not induce significant metabolic stress in cells. (A) Cell types on UMAP embedding for Line 409b2 and Line 
FOK4. Each cell type was identified in both datasets. (B) Localization of nonviable cells (charcoal) in the UMAP embedding for Line 409b2 and Line FOK4 organoids. The 
“Unknown” cluster is primarily made up of nonviable cells (74% in Line 409b2 and 41% in Line FOK4), suggesting that these cells and the entire cluster should be removed. 
(C) Swarm plots, showing no significant difference in mean viability score between control (gray) and treated (blue) samples following nonviable cell removal using an 
unpaired t test. Each dot represents a sample from the indicated treatment condition. (D) Top: UMAP embedding colored by cell type for Line 409b2 and Line FOK4 fol-
lowing nonviable cell removal. Middle: UMAP embedding colored by treatment conditions. Bottom: NR3C1 (GC receptor) gene expression.
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following the washout period. Interestingly, 61% of the genes regu-
lated after chronic exposure and washout in 90-day-old organoids 
overlapped with the genes from the 12-hour acute stimulation at 
day 90 (table S4). Furthermore, in each cell type with overlapping 
genes, the directionality of the DE effect was aligned for over 90% 
of the shared genes. This shows that more than half of the lasting 
transcriptomic effects after chronic GC exposure were shared with 
the response to acute GC exposure in 90-day-old organoids, sup-
porting that the lasting effects are closely related to GC activity 
even after the 20-day washout phase. The overlap with the acute 
effect was prominent but reduced (40%) in the DE day 70 genes 
(Fig. 3E), probably due to differences in neurodevelopmental age. 
Within each cell type in the low-dimensional embedding, cells 
were separated by organoid age, emphasizing their transcriptomic 
differences (fig. S2C). We found that 12% of the genes responsive 
to an acute GC exposure at day 90 had a significantly different re-
sponse to this exposure based on the organoid’s history of chronic 
treatment, again supporting a lasting effect of the chronic GC 
exposure (table S5).

GC exposure induces priming of the inhibitory neuron 
lineage in neural organoids
Having observed a DE effect in genes associated with neurodevelop-
ment directly following treatment, particularly in a subset of high-
risk genes for ASD involved in priming neuronal lineage fate (29), 
we next focused on investigating the impact of exposure to GCs on 
neural fate decisions within our organoid system. For this, we de-
fined three lineage endpoints in our single-cell transcriptome data: 
Excitatory Neurons, Inhibitory Neurons, and Choroid Plexus (Fig. 4A). 
As a next step, we computed the lineage probability of every cell for 
each lineage endpoint along a pseudotime trajectory. For all lineage 
trajectories, we observed a continuous increase of lineage probabil-
ity along the trajectories seen in the two-dimensional (2D) embed-
dings originating from early (RG) cells and reaching maximum 
lineage probability at the respective lineage endpoint (Fig. 4B). 
Given our particular interest in neuronal lineage determination 
and because only a few genes were DE in the ChP-related cell types, 
we focused on the excitatory and inhibitory neuron lineage end-
points. To account for any potential bias in organoid derivation 
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Fig. 3. Transcriptional response following chronic GC treatment in organoids includes key neurodevelopmental genes. (A) Overview of the experimental design 
for 70-day-old organoids. Created with BioRender.com. (B) UMAP embedding for day 70 data of Line 409b2 and Line FOK4 at day 70 colored by cell type. Cells from day 
90 samples are shown in gray. All identified cell types are present at this earlier stage. (C) Upset plot showing consensus DE results per cell type and the number of unique 
and shared consensus DE genes. Selected genes are highlighted, ASD risk genes from the SFARI Gene database (42) are shown in blue, and further TFs are shown in green. 
(D) Grouped semantic space representation of the GO-BP enrichment results for the three cell types with the most detected DE genes. The size of the circles corresponds 
to the number of terms in the cluster; their color corresponds to the log10(q value) of the representative term for each cluster. The integers within the circles enumerate 
the five most significant clusters, and their representative term is written out in the legend below each plot. (E) Upset plot showing DE results aggregated across all cell 
types for the effect of chronic GC exposure directly following the treatment (Day 70 Chr), the effect of chronic GC exposure after a 20-day washout period (Day 90 Chr), 
and the effect of acute GC exposure in 90-day-old organoids (Day 90 Acu).
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specific to our experiments, we validated the lineage probabilities in 
an independently published dataset containing organoid data from 
six additional iPSC donor backgrounds (43). For this, we repro-
cessed the scRNA-seq data from 70-day-old organoids published by 
Kanton et al. (43) (Fig. 4C) and analyzed it with the same lineage 
inference approach used for our data. We observed similar trends in 
lineage determination across pseudotime with clear trajectories to-
ward inhibitory and excitatory neurons (Fig. 4D).

Next, we sought to identify genes that are strong drivers of lin-
eage specification. One way of defining a driver gene for a lineage is 
a strong correlation of the gene’s expression level with the computed 
lineage probability for a specific lineage endpoint (44). To quantify 
the association of the observed DE effect following GC exposure 
with the different lineages, we computed driver gene correlation in 
our two datasets and the validation dataset (eight total iPSC donors) 
(table S6). Next, we overlapped our consensus DE gene list for each 
neuronal cell type with the top 500 driver genes of the respective 
neuronal lineage from each of the three datasets. We used the result-
ing list of genes to compute the proportion of genes for which the 
directionality of the DE response aligned with the directionality of 
driving the lineage. For both neuronal lineages, more than half of all 
DE genes had an aligned direction of DE effect and expression 

changes along those lineages, suggesting a possible acceleration in 
neuronal differentiation following GC exposure. Furthermore, we 
found a significantly larger alignment of the DE effect with the in-
hibitory neuron lineage drivers in the three datasets (P = 0.04) than 
with the drivers for the excitatory lineage. This suggested that the 
overall DE effect correlated to a significantly higher degree with the 
priming of the inhibitory than excitatory neuron lineage (Fig. 4E). 
Using the driver gene information from the validation dataset only, 
we observed a significant positive correlation between driver gene 
strength for the inhibitory neuron lineage and the direction of the 
DE effect in the inhibitory cell clusters of our two organoid datasets 
(r =  0.25, P =  0.002) with a number of ASD risk genes from the 
SFARI Gene database among them (Fig. 4F).

GC exposure results in an increased abundance of inhibitory 
neurons in organoids
Next, we aimed to understand whether the observed priming of dif-
ferentiation and, specifically, of the inhibitory neuron lineage trans-
lated into a measurable shift in cell type identity. We selected GAD1 
as a specific marker gene of the inhibitory neuron lineage across 
brain regions (Fig. 5A). For both of our unguided organoid datasets, 
we observed an increased proportion of GAD1-positive cells at the 
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RNA level after exposure to GCs [1.7-fold increase in Line 409b2 
(5.2 to 8.7%); 1.2-fold increase in Line FOK4 (11.6 to 13.8%)] (Fig. 
5B). The increase in the number of inhibitory neurons was also sup-
ported by differential abundance testing (45) results. Specifically, 
we observed a positive log-fold change for the inhibitory neurons 
following GC exposure in both cell lines, with statistical signifi-
cance reached in Line FOK4 (fig. S3A). While statistical signifi-
cance was not reached in Line 409b2, we still observed a markedly 
larger abundance of cells from the treatment (Chr) condition in 
the subset of inhibitory neurons with high GAD1 expression (fig. 
S3B). The lack of statistical significance in Line 409b2 hence likely 
arose from a reduced number of replicates for the relevant condi-
tions after quality control (QC) filtering in this cell line. To confirm 
that the increase in GAD1+ cells was not just a result of an in-
creased number of neurons present in GC-exposed organoids, we 
computed the inhibitory-to-excitatory neuron ratio using GAD1 
and SLC17A6 as markers for the two groups, respectively. The 
ratio consistently increased after GC exposure in both datasets 
[0.52 (Veh) to 0.86 (Chr) in Line 409b2; 2.34 (Veh) to 2.94 (Chr) 
in Line FOK4].

To understand whether these differences would translate to a 
more physiological tissue context for inhibitory neuron develop-
ment, we performed a comparable exposure paradigm in regional-
ized ventral and dorsal organoids. We obtained these stainings in 
a new experiment using a CRISPR-Cas9–edited version of Line 
409b2 organoids expressing green fluorescent protein (GFP)–tagged 
GAD1 protein. Guiding differentiation with ventralization factors 
allowed for a more abundant representation of inhibitory neurons 
and their differentiation pathways (fig. S3, C to E) (46). Our RNA-
level results were validated with tissue-level protein expression where 
more GAD1 signal was apparent in treated organoids (Fig. 5C). 
Chronic exposure to GCs led to a significant 2.27-fold increase 
in GAD1+ cells (P = 0.048; Fig. 5D and table S7). We replicated 
this finding in an independent staining experiment (fold change = 
2.11; P  =  0.0043) (table S7). To explore the inhibitory-versus-
noninhibitory or excitatory neuron ratio at the protein level, we 
used costaining with postmitotic neuronal protein NeuN, with or 
without GAD1. There was no significant difference in NeuN+GAD1− 
noninhibitory neurons following GC treatment in dorsalized organ-
oids, but a 3.9-fold significant decrease in ventralized organoids 
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(post hoc P = 0.0014) (fig. S3F). We also replicated the GAD1+ in-
crease in ventral organoids (fold change = 2.04, post hoc P = 0.0004) 
in this separate experiment (fig. S3G). These data suggest that non-
inhibitory neurons (primarily excitatory) are likely decreased at the 
expense of inhibitory neurons following GC overexposure, but only 
in tissue committed toward a ventral fate.

Following the 20-day washout period, we still observed an in-
creased number of GAD1+ cells in 90-day-old GC-exposed organ-
oids at the RNA level [1.2-fold increase in Line 409b2 (3.4 to 
3.9%); 1.5-fold increase in Line FOK4 (13.5 to 20.1%)] (Fig. 5B), 
while the inhibitory-to-excitatory neuron ratio using GAD1 and 
SLC17A6 as markers at day 90 was not consistent across our 
two datasets [1.54 (Veh) to 1.15 (Chr) in Line 409b2; 5.29 (Veh) 
to 6.30 (Chr) in Line FOK4]. In summary, we have observed prim-
ing of the inhibitory neuron lineage following GC exposure in our 
organoid system, resulting in more GAD1+ cells at the RNA and 

protein level in independent experiments, in both unguided and 
ventralized organoids.

PBX3 regulation through chronic GC exposure supports 
inhibitory neuron priming
We next set out to study the mechanisms underlying priming of the 
inhibitory neuron lineage by identifying the lineage-driving TFs 
with the strongest expression changes following GC exposure in our 
model system. We identified 15 TFs that had an aligned direction of 
log2FC (in inhibitory neurons following GC exposure) and driver 
correlation (with the inhibitory neuron lineage in the validation 
data) (Fig. 6A). We hypothesized that a TF that plays a central role 
in the lineage priming would not only itself be DE after GC expo-
sure but would also have a significant number of its target genes 
DE. Across all our DE genes and all cell types, we identified 18 TFs 
that met these criteria: BCL6, EGR1, ID2, ID3, ID4, NEUROD1, 

A

-0.4 -0.2 0.0 0.2 0.4

-0.6

-0.4

-0.2

0.0

0.2
BCL11A

CXXC5

DACH2

EGR1

FOXP1

GTF3A

HEY1

HMGA1
MEIS2

NEUROD2

NFIA

NFIB

NR2F1

NR2F2

PBX1
PBX3

TCF4
TSC22D1

YBX1

ZNF397

ZNF706
ZNF771

Lo
g 2

fo
ld
ch
an
ge
:C

hr
on
ic
E
ffe
ct
D
70

Inh. Neuron lineage driver correlation

Aligned DE & 
driver effect

B

Line 409b2
Line FOK4
Kanton et al.

Correlation of PBX3 
expression with lineage

E
x.
 

N
eu
ro
n 

Li
ne
ag
e

In
h.
 

N
eu
ro
n 

Li
ne
ag
e

139.1%

1.4%
6.5%

3.9%

13.6%
17.4%

0.0-0.5 0.5

D

E

F

G

C

RG
Cycling
IP
Ex. Neurons
Inh. Neurons

ChP
Imm. ChP

0.0
1.0
2.0
3.0

PBX3
expression

Ex. Neuron lineage
Inh. Neuron lineage

0.0 0.2 0.4 0.6 0.8 1.0
Pseudotime

0.2

0.4

0.6

0.8

P
B
X
3 
ex
pr
es
si
on

0 200015001000500
Cells/mm2

Veh

Chr

PBX3+ cells (IF)

*

Veh

Chr

**

0 25020015010050
Cells/mm2

PBX3+GAD1+ cells (IF)

FA 1

FA
 2

DAPI
GAD1
PBX3

20x 63x

GAD1
PBX3

Chr (Dex 100 nM)

DAPI
GAD1
PBX3

20x 63xGAD1
PBX3

Veh (DMSO)

Fig. 6. PBX3 regulation through chronic GC exposure supports inhibitory neuron priming. (A) Magnitude of driver gene correlation with the inhibitory neuron lin-
eage in the validation data (43) versus log2FC of GC day 70 DE effect measured in our two cell lines. Genes with aligned direction of log2FC and lineage correlation are 
marked in purple. (B) Correlation of PBX3 expression with lineage probability across the excitatory and inhibitory neuronal lineages in all three datasets. The percentile of 
PBX3 among all significant driver genes ranked by driver strength is shown on the side of every bar. (C) Expression of PBX3 on a force-directed graph embedding of Line 
409b2 data (left) with cell type reference (right). (D) Expression patterns of PBX3 across pseudotime for each of the two neuronal lineage endpoints in Line 409b2. 
(E) Coexpression of GAD1+ (green) cells with PBX3+ (magenta) cells in 70-day-old ventralized organoids of Line 409b2 in Veh and Chr conditions. The ×63 magnification 
zoom-in images are shown to the right of the respective 20× whole-slice images. Examples of double-positive cells are marked by white arrows. (F) Cell counting quanti-
fication of PBX3+ cells across entire organoid tissue slices (n = 5 per condition) and graphically represented as cells/mm2. Means per condition are indicated as a dotted 
black line. Statistical significance was computed using an unpaired t test. (G) Cell counting quantification of PBX3+GAD1+ double-positive cells across entire organoid 
tissue slices (n = 5 per condition) and graphically represented as cells/mm2. Means per condition are indicated as a dotted black line. Statistical significance was com-
puted using an unpaired t test.

D
ow

nloaded from
 https://w

w
w

.science.org at H
elm

holtz Z
entrum

 M
nchen - Z

entralbibliothek on A
pril 09, 2025



Dony et al., Sci. Adv. 11, eadn8631 (2025)     14 February 2025

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

9 of 21

NEUROD2, NFE2L2, NFIA, NFIB, NR2F1, NR2F2, NRG1, PBX3, 
SALL2, SOX2, TFAP2A, and YBX1 (table S8). Of these responsive 
TFs, the GC-up-regulated hox-gene PBX3 was a positive inhibitory 
neuron lineage priming driver. At the same time, NFIA, NFIB, 
EGR1, and YBX1 were down-regulated after GC exposure and neg-
atively correlated with the inhibitory neuron lineage in the valida-
tion data. All five TFs could thus potentially contribute to the 
same priming effect. However, PBX3 was the only TF that consis-
tently was among the top 10% of driver genes for the inhibitory 
lineage in all three datasets (top 1.4 to 6.5%, depending on dataset) 
while not being among the top 10% of drivers for the excitatory 
neuron lineage in any of the datasets (Fig. 6B and fig. S4A). There-
fore, we focused our further analysis on PBX3 as an example of a 
GC-responsive TF, which could be involved in priming the inhibi-
tory neuron lineage. We found PBX3 to be expressed across all cell 
types, with the highest expression levels in inhibitory neurons 
(Fig. 6C and fig. S4B). PBX3 has previously been linked to 
hindbrain-associated functions such as breathing, locomotion, 
and sensation (47).

The association of PBX3 with the inhibitory lineage was support-
ed by investigating the expression trends of PBX3 along pseudotime 
and toward each of the two neuronal lineage endpoints, where it 
increased with advancing pseudotime, with the highest expression 
seen in inhibitory neurons (Fig. 6D and fig. S4B). Exploring data 
from the most recent atlas of the developing human brain (48), we 
found PBX3 expression to be developmentally regulated and with 
overall higher expression in gamma-aminobutyric acid (GABA)-
ergic compared to glutamatergic neurons and also higher in nontel-
encephalic compared to telencephalic brain regions (with highest 
expression in the cerebellum) (fig. S4C). This supports a consistent 
role of PBX3 in the developing fetal brain and neural organoids.

In line with a priming effect of PBX3 on inhibitory neurons, we 
observed an increased fraction of not only PBX3+ at the transcrip-
tional level in the Chr condition compared to the Veh condition 
across all cells in both cell lines (from 21 to 26% in Line 409b2 and 
from 22 to 38% in Line FOK4) but also PBX3+GAD1+ double-
positive cells (from 1.7 to 3.9% in Line 409b2 and from 4.5 to 8.5% 
in Line FOK4). In both cell lines, the expression of PBX3 and GAD1 
was significantly positively correlated in cells expressing both genes 
(Line 409b2: r = 0.43, P = 4.1 × 10−16; Line FOK4: r = 0.36, P = 2.8 × 
10−15) (fig. S4D).

Using immunofluorescent labeling of the PBX3 protein, we im-
aged the ventrally guided organoids with GFP-tagged GAD1 at day 
70 following chronic GC exposure, as previously described. We 
found protein-level expression patterns consistent with the scRNA-
seq data, whereby PBX3 was identified preferentially (though not 
exclusively) in the more mature neurons that had already migrated 
to the outer ventricular zone (Fig. 6E). As with GAD1, we quantified 
PBX3+ cells across entire organoid slices and found a 1.73-fold sig-
nificantly increased abundance in chronically GC-exposed organ-
oids compared to controls (P = 0.022; Fig. 6F and table S7). Given 
the apparent colocalization of the GAD1+ and PBX3+ cell popula-
tions (Fig. 6E), we also counted PBX3+GAD1+ double-positive 
cells and identified a 3.35-fold increase following GC exposure 
(P = 0.0041; Fig. 6G and table S7).

Having identified PBX3 as an example of a lineage-driving TF 
that responds robustly to GC treatment in our data, these results 
suggest a possible involvement of PBX3 in the priming of the in-
hibitory neuron lineage.

Multimodal analyses of gene regulatory networks associate 
PBX3 with the regulation of inhibitory neuron priming in 
organoids from Line 409b2
To understand the contribution of epigenetic regulation, we intro-
duced another data modality with the same exposure paradigm. We 
collected scATAC-seq data for 90-day-old treated and control or-
ganoids of Line 409b2 (Veh-Veh and Chr-Veh condition). In Line 
409b2, analyzed by itself, we still observed a significant positive cor-
relation (r = 0.077, P = 0.046) between the DE effect in inhibitory 
neurons at day 70 (comparing Veh to Chr condition). This correla-
tion increased at day 90, after 20 days of washout (comparing 
Veh-Veh to Chr-Veh condition) (r = 0.15, P = 4.7 × 10−3), support-
ing a lasting effect of the treatment on the cells committed toward 
this lineage (Fig. 7A).

Combining the scRNA-seq data with the additional scATAC-seq 
data enabled us to construct gene regulatory networks (GRNs) for 
treatment and vehicle organoids. To better understand the gene reg-
ulatory mechanisms underlying inhibitory neuron lineage priming 
at both vehicle and GC-exposed conditions, we integrated the single-
cell genome accessibility data with the matching scRNA-seq data 
(Fig. 7B). We inferred multimodal GRNs using the expression of TFs 
and their target genes, accessibility of TF binding sites, and previous 
biological information such as conserved regions of the genome 
(table S9). Centering the GRN inferred in the vehicle organoids 
around PBX3 allowed us to visualize the baseline regulatory interac-
tions downstream of this TF. Notably, we found that in this TF-
centered GRN, 35% of all genes were DE in at least one of the three GC 
treatment conditions (Veh versus Chr, Veh-Veh versus Chr-Veh, and 
Veh-Veh versus Veh-Acu) (Fig. 7C). This again highlights the role of 
PBX3 in mediating the transcriptional response to GC exposure.

We computed the same PBX3-centered GRN for GC-exposed 
organoids and compared them to the baseline GRN. We found that 
36% of direct downstream targets in the GC-exposed condition had 
been gained compared to the vehicle condition, and 30% of genes 
downstream of PBX3 were among the top 500 drivers of the inhibi-
tory neuron lineage (Fig. 7D). This finding agrees with our previous 
observation that large fractions of the GRN are responsive to GCs 
and relevant for the inhibitory neuron lineage.

Comparing the association of PBX3 with the top 500 inhibitory 
drivers between the vehicle and GC-exposed PBX3-centered GRNs, 
we observed a pronounced relative increase of 32% (from 0.54 to 
0.71) in the fraction of inhibitory neuron driver genes in its direct 
downstream targets (Fig. 7D). In particular, some genes with a large 
fold change in expression after exposure to GCs and a high correla-
tion with the inhibitory neuron lineage were direct or second-order 
targets of PBX3 in the GRN of organoids exposed to GC. Examples 
included CELF4, a gene associated with synaptic development (49), 
depression-like behavior in mice (50), and ASD (51). Another exam-
ple was SYNPR, a common inhibitory neuron marker gene (Fig. 7A) 
(52, 53). Overall, these results further support a role of PBX3 in the 
priming of or the selection toward the inhibitory neuron lineage.

To further investigate the role of PBX3 in priming the inhibitory 
neuron lineage, we used CellOracle (54) to carry out two in silico 
GRN perturbation experiments. In the first experiment, we per-
turbed a GRN based on the scRNA-seq and scATAC-seq data from 
90-day-old control organoids of Line 409b2 (Veh-Veh condition; fig. 
S5A). Here, we simulated the effect of an increase in PBX3 expres-
sion to 1.0 log-normalized counts by propagating the perturba-
tion signal through the GRN. We computed a perturbation score by 
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contrasting the shift in cell identity following perturbation with the 
natural differentiation vectors derived from the pseudotime compu-
tations. We observed marked positive perturbation scores for the 
inhibitory neuron lineage, suggesting that an increased PBX3 ex-
pression would promote inhibitory neuron differentiation. The scores 
for the excitatory neuron lineage were also positive but much small-
er than for the inhibitory lineage, while progenitor cells showed 
negative perturbation scores (fig. S5B). These results align well with 
our observed phenotype of increased neuronal differentiation, espe-
cially for the inhibitory neuron lineage, following chronic GC expo-
sure, and support a central role of PBX3 in priming the inhibitory 
neuron lineage.

We further validated our findings in a second in silico GRN per-
turbation experiment. Here, we simulated the effect of a full PBX3 
knockout (KO) in the independent scRNA-seq and scATAC-seq da-
tasets from 90-day-old GC-exposed organoids of Line 409b2 (Chr-
Veh condition). We found that this resulted in inverse perturbation 
scores with respect to the previous experiment. Specifically, we ob-
served negative perturbation scores in the neuronal cells with a 
more pronounced effect in the inhibitory neurons and a positive 
perturbation score in the progenitor cells (fig. S5C). Together, these 
results suggest that a loss of PBX3 expression in GC-exposed organ-
oids would reverse the effect of increased differentiation and prim-
ing of the inhibitory neuron lineage. To confirm these results 
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Fig. 7. Analyses of multimodal GRNs associate PBX3 with the regulation of inhibitory neuron priming in organoids from Line 409b2. (A) Magnitude of driver gene 
correlation with the inhibitory neuron lineage versus log2FC of Line 409b2. First- and second-order PBX3 target genes in the inferred chronic GRN are labeled in pink. Left: 
Directly following treatment (70 days in culture). Right: After 20 days of washout (90 days in culture). Genes with an absolute lineage correlation greater than 0.45 are la-
beled by name. (B) UMAPs of integrated scRNA-seq and scATAC-seq data of Line 409b2 at 90 days in culture. ScRNA-seq data are colored by cell type, and scATAC-seq data 
are shown in gray. Left: Vehicle organoid data. Right: GC-exposed organoid data. (C) GRN centered around PBX3 in vehicle organoids with DE genes (consensus DE genes 
from any of the three DE comparisons: D70 Chr, D90 Chr, D90 Acu) colored in red and TFs labeled by name. (D) GRN centered around PBX3 in treated organoids with top 
500 inhibitory neuron driver genes colored in green and TFs labeled by name. The bar chart shows the fraction of newly gained direct PBX3 downstream targets. (E) Frac-
tion of inhibitory neuron drivers in direct TF downstream targets for control (Veh-Veh) and GC-exposed organoids (Chr-Veh) of Line 409b2 at 90 days in culture.
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independently of our scATAC-seq data, we repeated the same two 
perturbation experiments using the CellOracle prebuilt human pro-
moter base-GRN. We observed nearly identical perturbation scores 
compared to our initial results for both simulation experiments 
(fig. S5D).

DISCUSSION
Here, we investigated the effects of chronic exposure to GCs on cell 
type–specific gene regulation and lineage specification in neural or-
ganoids. Our experimental paradigm modeled common environ-
mental challenges to the developing brain, specifically the prenatal 
administration of synthetic GCs. We observed highly cell type–
specific gene expression changes directly following GC exposure that 
were sustained in various key molecular and cellular pathways even 
beyond a 20-day washout period. More than half of the lasting tran-
scriptional changes after washout were shared with the transcrip-
tional response to an acute GC exposure at day 90, supporting their 
relation to GR activation. In addition, transcripts regulated directly 
after chronic exposure converged on increased neuronal differentia-
tion. We observed a positive correlation of the DE effect following 
GC exposure with expression changes driving the inhibitory neuron 
lineages, significantly more so than for excitatory neuron lineages. 
In line with promoting inhibitory lineage specification, in this brain 
model system, we showed that GC exposure led to a higher propor-
tion of GAD1-positive cells, a canonical marker for inhibitory neu-
rons, that lasted following the washout. This suggests that GCs shift 
neuronal developmental trajectories from excitatory to inhibitory 
neuronal patterns.

We identified PBX3 as an example of an important TF for GC-
induced promotion of the inhibitory neuron lineage, with both 
PBX3 and its downstream targets being responsive to GCs and en-
riched for driver genes of the inhibitory neuron lineage. GC expo-
sure led to an increased number of cells double-positive for PBX3 
and GAD1, supporting the role of this TF in GC-induced promotion 
of the inhibitory lineage. In silico perturbation experiments sup-
ported the role of PBX3 in mediating the observed inhibitory neu-
ron priming phenotype and suggested a potentially causal role of 
this TF. However, further experiments are required to confirm this 
and to elucidate a candidate mechanism of PBX3 activation through 
GR-receptor (NR3C1) activation. Other TFs identified through this 
analysis to be regulated by GCs were previously identified as ASD 
risk genes and involved in altered inhibitory lineage specification 
(29). This highlights the convergence of environmental and genetic 
risk factors on neurodevelopment, not only on specific candidate 
genes but also on cellular trajectories.

Previous data from our group indicated that the expression of 
the GC receptor gene, NR3C1, increases in vitro until about day 40 
when levels start to plateau until day 158 in organoids generated 
with a similar unguided protocol (22). Our 10-day treatment scheme 
(starting at day 60) and washout would thus fall within a window of 
continuously high NR3C1 expression at the whole organoid level. 
Previous studies in a 2D cell culture context have described that 
chronic exposure to GC can alter neural cell proliferation and viabil-
ity (55). Here, neural organoids may be especially vulnerable as they 
have been shown to contain cells in nonphysiological glycolytic or 
hypoxic states, likely caused by a lack of vasculature (56, 57). Ana-
lyzing scRNA-seq data from organoids, especially in a chronic treat-
ment context, thus requires particular care to account for metabolic 

profiles and altered cell states. Thus, we followed a previous study 
that suggested removing cells in nonphysiological states to facilitate 
the analysis and interpretation of neural organoid scRNA-seq data 
(30). This additional QC step allowed us to resolve the identity of an 
otherwise ambiguous cluster in both our datasets and improved the 
visualization of neuronal differentiation trajectories. It furthermore 
ensured that treatment and vehicle conditions had comparable cell 
viability scores (Fig. 2C).

scRNA-seq and scATAC-seq datasets were generated from ex-
periments using an unguided organoid differentiation protocol, 
which enables the generation of a large variety of neural cell types 
in vitro (58). Regionalized organoid differentiation protocols, on the 
other hand, usually generate a more limited number of cell types 
with more regional or functional brain specificity. Notably, the exact 
neuronal lineages in organoids from unguided protocols can be 
challenging to predict a priori and do not always represent all brain 
regions. Therefore, a careful evaluation of the identity of obtained 
cell types is required so that results can be interpreted in the proper 
context. Mapping our datasets to the Human Neural Organoid Cell 
Atlas (36) enabled precise and efficient identification of cell types. It 
revealed an overlapping cell identity for nontelencephalic excitatory 
and inhibitory neurons, nontelencephalic NPCs, and a more limited 
range of glial and choroid plexus cells as expected for the brain ma-
turity level replicated by organoids at the chosen stage.

The abundance of nontelencephalic neurons was likely an en-
abling factor for identifying PBX3 as a strong GC-induced inhibi-
tory lineage driver. In a focused analysis of PBX3 expression in the 
developing fetal brain (48), we observed that this TF is developmen-
tally regulated, with higher expression in GABAergic neurons and 
the highest levels observed in the cerebellum (fig. S4C). The reported 
effects of GCs may thus be restricted to nontelencephalic brain re-
gions and not necessarily extrapolate to telencephalic neurons. We 
did, however, also find PBX3 to be a strong and specific driver of the 
telencephalic inhibitory neuron lineage in the dataset by Kanton 
et al. (43). Likely due to its graded expression, with highest levels in 
the hindbrain, including the brainstem and cerebellum, and lowest 
levels in the telencephalon, only very little data on the role of PBX3 
in human brain development have been reported since most previ-
ous studies in vivo and in vitro have focused on the telencephalon. 
However, the hindbrain has been of increasing interest in NDDs, 
including ASD, with several studies pointing to a potentially impor-
tant role of hindbrain structures, such as the cerebellum and the 
brainstem, in these disorders (59–61).

Our results also support the key role of the excitatory/inhibitory 
balance in the pathogenesis of mental and neurodevelopmental dis-
orders and the fact that genetic and environmental risk factors con-
verge on this same phenotype. While previous studies have identified 
converging effects of genetic and environmental risk factors for ASD 
and NDD, for example, with respect to endocrine disruptors alter-
ing the expression of NDD and autism-associated genes and with 
respect to protective effects of estrogens in this context (62, 63), our 
article highlights an additional convergence at the level of lineage 
determination and cell fate specification within the neuronal lin-
eage. Previous studies in different human cellular and genetic mod-
els of ASD (24–28) and data from CRISPR-based perturbation 
assays in neural organoids confirm the critical role of inhibitory 
neurons in the pathomechanisms of these disorders. Perturbation 
assays targeting ASD and other NDD candidate genes have shown 
that they directly affect lineage specification toward inhibitory 
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neuronal cells (29) and migration of inhibitory neurons (4). Given 
our findings on the effects of GC exposure on PBX3 and inhibitory 
neuron lineages, it would now also be important to examine the ef-
fects of other known environmental risk factors on this phenotype. 
In addition, previous data from our group indicates the relevance of 
the timing of the exposure. GC exposure in dorsal pallial ventricular 
structures at an earlier developmental time point (days 43 to 50) led 
to an increase in a specific progenitor type enriched in gyrencephal-
ic species contributing to increased neurogenesis (23). Our results 
regarding an exposure later in the timeline of neurodevelopment 
reaffirm the effect of GCs on increasing neurogenesis during critical 
developmental windows, with a concomitant shift in lineage specifi-
cation toward inhibitory neurons. This highlights GCs as important 
drivers of neurogenesis for inhibitory and excitatory neuronal lin-
eages with a more pronounced effect on the former at later time 
points. Additional experiments examining more extended time 
windows will be necessary to understand all possible timing and 
combinatorial effects.

Despite relevant advances in knowledge, our study has some 
limitations worthy of note. One is the use of only female-derived 
cell lines for organoid generation for our primary experiments, 
which prevents us from uncovering possible sex-specific differ-
ences in lineage priming after GC exposure. Previous studies that 
included male and female lines have not revealed sex-specific dif-
ferences in the molecular or cellular response to GC (22, 23), but 
were likely underpowered in this regard. To further dissect poten-
tial sex differences, investigation of a larger number of cell lines 
will be necessary (64), as well as potential coadministration of sex 
steroids, as these differ between sexes early in gestation (65). 
Placental secretion of the first wave of sex hormones begins with 
testosterone as early as gestational week 8, and peaks around ges-
tational week 14, therefore overlapping with the peak of neurogen-
esis (66). In line with this, Kelava et al. (67) have shown effects of 
testosterone but not the complement of sex chromosomes alone on 
neurogenesis in cerebral organoids.

Using unguided organoid differentiation protocols enabled us to 
investigate the effect of GC exposure on a broad range of stem, pro-
genitor, and neuron subtypes. At the same time, this inherently 
meant that the exact brain regions recapitulated by our organoids 
were not guided by any additional morphogens in the culture me-
dium. Organoids from both cell lines recapitulated almost exclu-
sively different neuronal subtypes from nontelencephalic regions of 
the brain, specifying our analyses to these brain regions. While there 
is growing evidence for the importance of such nontelencephalic re-
gions like the hindbrain in the development and manifestation of 
NDDs (see paragraph above), telencephalic structures also play a 
central role. To fully capture the effects of GC exposure on lineage 
priming in the developing human brain, further investigations us-
ing an organoid system recapitulating both excitatory and inhibi-
tory telencephalic neuron lineages would be required. Therefore, 
common cortical organoids alone would not be sufficient for this 
task, and advanced organoid technologies such as assembloids 
would represent an interesting future avenue to answer these ques-
tions (68).

Another limitation originates from our deliberately conservative 
DE analysis approach. We chose to not focus on any DE genes with-
out agreeing significance and direction of effect between the two 
hiPSC lines, focusing our analysis on transcriptional changes that 
occur independent of genetic background or differences in NR3C1 

expression levels for increased robustness. Adding organoids de-
rived from additional hiPSC lines to the analysis will likely increase 
the power to detect additional and shared GC-regulated transcripts 
that were not uncovered here.

Overall, this study highlights the complex interplay between GC 
exposure, TF regulation, lineage specification, and neurodevelop-
ment. It provides a molecular and cellular link between genetic and 
environmental risk factors for NDDs, including ASD. These results 
also open up new avenues of investigation. Applying chronic GC 
treatment at different developmental time points could elucidate 
whether selective lineage priming is associated with varying timing 
of differentiation across neuronal subtypes. Probing the down-
stream targets and interaction partners of these TFs would provide 
insights into the molecular pathways involved in inhibitory lineage 
priming. In vitro model systems could be used to investigate poten-
tial rescue mechanisms following lineage divergence in the context 
of environmental exposures. Uncovering these mechanisms can 
deepen our understanding of normal brain development and shed 
light on the molecular cascades contributing to NDDs.

MATERIALS AND METHODS
iPSC culture, neural organoid generation, and GC treatment
iPSCs
Two primary hiPSC lines were used in this study. The first cell line 
was reprogrammed from skin fibroblasts using well-established pro-
tocols and made commercially available by the Riken institute 
(HPS0076:409b2, RIKEN BRC cell bank, female) (69, 70). Hence-
forth, this line is referred to as “Line 409b2” in this article. The sec-
ond cell line was reprogrammed in-house using a plasmid-based 
protocol for integration-free hiPSCs from peripheral blood mono-
nuclear cells from a female donor through the BeCOME study (71) 
and is referred to as “Line FOK4” in this article. Validation of hiPSC 
status for this line was performed in-house using standard immuno-
fluorescence staining with pluripotency markers and shown in 
OCT4, NANOG, and TRA-160. Briefly, staining with the following 
is shown in fig. S6B: Anti-Human Oct-4 Antibody (Millipore, 
ABD116), rabbit polyclonal, Anti-NANOG Antibody, clone 7F7.1 
(Millipore, MABD24), mouse monoclonal, Anti-TRA-1-60 Anti-
body, clone TRA-1-60 (Millipore, MAB4360), mouse monoclonal. 
Comparable validation for line 409b2 was performed by the Riken 
institute and shown in (69, 70). Material transfer agreement (MTA) 
for the use of the 409b2 line was obtained from the Riken institute 
according to their standard policies and approval by the Ludwig 
Maximilian University of Munich ethics committee. The in-house 
reprogrammed FOK4 line can be provided by the corresponding 
authors pending scientific review and a completed MTA. Requests 
should be submitted to E.B.B. hiPSCs were cultured in Matrigel-
coated [1:100 diluted in Dulbecco’s modified Eagle’s medium 
(DMEM)/Nutrient Mixture F12 (Gibco, 31330-038), Corning 
Incorporated, 354277] Costar six-well cell culture plates (Corning 
Incorporated, 3516) in mTESR1 Basal Medium (STEMCELL Tech-
nologies, 85851) supplemented with 1× mTESR1 Supplement 
(STEMCELL Technologies, 85852) at 37°C with 5% CO2. Passaging 
was performed with Gentle Cell Dissociation Reagent (STEMCELL 
Technologies, 07174). RevitaCell Supplement (1:100 diluted, Gibco, 
A2644501) was added for 24 hours after passaging to promote cell 
survival. To assess the genomic stability of hiPSCs before organoid 
generation, digital karyotyping was performed using the Infinium 
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Global Screening Array-24 v3.0 BeadChip (Illumina). A pairwise 
copy number variant analysis was performed for both hiPSC lines, 
comparing the hiPSC genotype at the passage before differentiation 
to the original donor from a blood or fibroblast sample. No signifi-
cant deviations were detected for either 409b2 or FOK4 (fig. S6A).
Neural organoids
Human neural organoids were created as described by Lancaster 
and Knoblich (58) with some modifications. Briefly, hiPSCs were 
dissociated in StemPro Accutase Cell Dissociation Reagent (Life 
Technologies, A1110501). Single cells (n  =  9000) were dispensed 
into each well of an ultra-low attachment 96-well plate with round 
bottom wells (Corning Incorporated, 7007) in human embryonic 
stem cell (hESC) medium [DMEM/F12-GlutaMAX (Gibco, 31331-
028) with 20% Knockout Serum Replacement (Gibco, 10828-028), 
3% FBS (fetal bovine serum; Gibco, 16141-061), 1% nonessential 
amino acids (Gibco, 11140-035), 0.1 mM 2-mercaptoethanol (Gibco, 
31350-010)] supplemented with human recombinant FGF (fibro-
blast growth factor; 4 ng/ml; PeproTech, 100-18B) and 50 μM Rock 
inhibitor Y27632 (Millipore, SCM075) for 4 days and in hESC me-
dium without basic fibroblast growth factor (bFGF) and Rock in-
hibitor for an additional 2 days to form embryoid bodies (EBs). On 
day 6, the medium was changed to neural induction medium [NIM; 
DMEM/F12 GlutaMAX supplemented with 1:100 N2 supplement 
(Gibco, 15502-048), 1% nonessential amino acids, and heparin 
(1 μg/ml; Sigma-Aldrich, H3149)] and cultured for an additional 
6 days. On day 12, the EBs were embedded in Matrigel (Corning 
Incorporated, 354234) drops and transferred to 10-cm cell culture 
plates (TPP, 93100) in neural differentiation medium without vita-
min A [NDM-A; DMEM/F12 GlutaMAX and Neurobasal (Gibco, 
21103-049) in a 1:1 ratio, additionally supplemented with 1:100 N2 
supplement 1:100 B27 without vitamin A (Gibco, 12587-010), 
0.5% nonessential amino acids, insulin (2.5 μg/ml; Gibco, 19278), 
1:100 antibiotic-antimycotic (Gibco, 15240-062), and 50 μM 2- 
mercaptoethanol] for 4 days. On day 16, organoids were transferred 
onto an orbital shaker in NDM+A medium [same composition as 
NDM-A with the addition of B27 with vitamin A (Gibco, 17504-
044) in the place of B27 without vitamin A] and were grown in these 
conditions at 37°C with 5% CO2. NDM+A medium was changed 
twice per week until the organoids were collected for cryopreserva-
tion or single-cell dissociation or fixation in paraformaldehyde (PFA).

For validation of inhibitory-excitatory neural lineage effects of 
GC, guided ventral organoids were generated as previously de-
scribed by Bagley et al. (46). Briefly, EBs were formed starting from 
iPSCs dissociated into single cells using Accutase (Sigma-Aldrich, 
A6964) (n = 9000). Five days later, during the neuronal induction, 
to induce brain regionalization, EBs were treated individually with 
smoothened agonist (1:10,000) (Millipore, 566660) +  IWP-2 
(1:2000) (Sigma-Aldrich, I0536) for ventral identity and with cyclo-
pamine A (1:500) (Calbiochem, 239803) for dorsal identity. All other 
culture parameters were identical to the ones described above for 
unguided organoids.
Generation and validation of a neuron-specific fluorescent 
reporter iPSC cell line
Line 409b2 hiPSCs were used to generate an eGFP+/GAD1+ hetero-
zygous iPSC cell line. Guide RNA (gRNA) [crRNA and tracrRNA, 
Integrated DNA Technologies (IDT)] for editing with the recombi-
nant S.p. HiFi Cas9 Nuclease V3 protein (IDT) was selected to cut 
efficiently at a short distance from the ATG start codon of the GAD1 
gene by using the Benchling web tool (https://benchling.com). A 

1611-nucleotide (nt) donor ssODNs (IDT) for homology-directed 
recombination was designed to have homology arms of 222 to 300 nt 
on either side of the insert DNA and a 717-nt sequence encoding for 
enhanced GFP (eGFP) followed by the 3′ untranslated region and 
the polyA signal. Lipofection (reverse transfection) was performed 
using the alt-CRISPR manufacturer’s protocol (IDT) with a final 
concentration of 10 nM of the gRNA, ssODN donor, and Cas9. In 
brief, 0.75 μl of RNAiMAX (Invitrogen, 13778075) and the RNP 
mix (gRNA, ssODN, and Cas9 protein) were separately diluted in 
25 μl of Opti-MEM (Gibco, 1985-062) each and incubated at room 
temperature for 5 min. Both dilutions were mixed to yield 50 μl of 
Opti-MEM. The lipofection mix was incubated for 20 to 30 min at 
room temperature. During incubation, cells were dissociated with 
Accutase (Life Technologies) for 6 min and counted. The lipofection 
mix, 100 μl containing 50,000 dissociated cells in mTeSR1 supple-
mented with RevitaCell (1:100, Gibco) and the 2 μM M3814 NHEJ 
inhibitor (72), was thoroughly mixed and placed in 1 well of a 96-
well plate covered with Matrigel matrix (Corning, 35248). The me-
dium was exchanged to regular mTeSR1 medium (STEMCELL 
Technologies) containing the NHEJ inhibitor after 24 hours. Single 
cell–derived clonal cell lines were analyzed and genotyped by poly-
merase chain reaction (PCR) using genomic DNA isolated with 
QuickExtract DNA Extraction Solution (Lucigen) and primers 
binding within and downstream the modified region (Primer 1) or 
in the homology arms (Primer 2).

gRNA 5′_GGTCGAAGACGCCATCAGCT_3′
ssODN 5′_TGCGCACCCCTACCAGGCAGGCTCGCTGCCTT­

TCCTCCCTCTTGTCTCTCCAGAGCCGGATCTTCAAGGGGAGCC­
TCCGTGCCCCCGGCTGCTCAGTCCCTCCGGTGTGCAGGACCCCG­
GAAGTCCTCCCCGCACAGCTCTCGCTTCTCTTTGCAGCCT­
GTTTCTGCGCCGGACCAGTCGAGGACTCTGGACAGTAGAG­
GCCCCGGGACGACCGAGCTGATGGTGAGCAAGGGCGAG-
GAGCTGTTCACCGGGGTGGTGCCCATCCTGGTCGAGCTG-
GACGGCGACGTAAACGGCCACAAGTTCAGCGTGTCCGGC-
GAGGGCGAGGGCGATGCCACCTACGGCAAGCTGACCCT-
GAAGTTCATCTGCACCACCGGCAAGCTGCCCGTGCCCTG-
GCCCACCCTCGTGACCACCCTGACCTACGGCGTGCAGT-
GCT TCAGCCGCTACCCCGACCACATGAAGCAGCAC-
GACTTCTTCAAGTCCGCCATGCCCGAAGGCTACGTCCAG-
GAGCGCACCATCT TCT TCAAGGACGACGGCAACTA-
CAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTG-
GTGAACCGCATCGAGCTGAAGGGCATCGACTTCAAGGAG-
GACGGCAACATCCTGGGGCACAAGCTGGAGTACAACTACAA-
CAGCCACAACGTCTATATCATGGCCGACAAGCAGAAGAACG-
GCATCAAGGTGAACTTCAAGATCCGCCACAACATCGAGGAC-
GGCAGCGTGCAGCTCGCCGACCACTACCAGCAGAA-
CACCCCCATCGGCGACGGCCCCGTGCTGCTGCCCGACAAC-
CACTACCTGAGCACCCAGTCCGCCCTGAGCAAAGACCCCAAC-
GAGAAGCGCGATCACATGGTCCTGCTGGAGTTCGTGACCGC-
CGCCGGGATCACTCTCGGCATGGACGAGCTGTACAAGTAAC-
TAGAGCTCGCTGATCAGCCTCGACTGTGCCTTCTAGTTGC-
CAGCCATCTGTTGTTTGCCCCTCCCCCGTGCCTTCCTT-
GACCCTGGAAGGTGCCACTCCCACTGTCCTTTCCTAATA-
AAATGAGGAAATTGCATCGCATTGTCTGAGTAGGTGTCATTC-
TATTCTGGGGGGTGGGGTGGGGCAGGACAGCAAGGGGGAG-
GATTGGGAAGACAATAGCAGGCATGCTGGGGATGCG-
G T G G G C T C TAT G G C T T C T G A G G C G G A A A G A A C -
C AG C TG G G G C TC TAG G G G G TATC C C C G C G T C T T C ­
GACCCCATCTTCGTCCGCAACCTCCTCGAACGCGGGAGCG­
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GACCCCAATACCACTAACCTGCGCCCCACAAGTAGGTCCC­
G C C C C A AT T T T C TAT C A A AT G A A C T G C A G G G A A ­
GATGGGGGCGCTGGGACGTCGGGAGGCTGAGCTGGCG­
G A A A G G G A A G G G G G A G C G C G G A G ATA AT G G A G ­
GCTGGGAAATAAATGGGGCTCTGACCCCGTCCCTGCCAGAG­
GTCATTCGGCTGTCAGGGACGCTAGGTGACTCCCAGGGCACC­
GGAAAGCGAGGACCACGCAAGGTCCGA_3′

Left and right homology arms are indicated in italics. eGFP start 
and stop codons are underlined.

GFP protein translation:
MVSKGEELFTGVVPILVELDGDVNGHKFSVSGEGEGDA-

T YGKLTLKFICTTGKLPVPWPTLVTTLT YGVQCFSRYP-
DHMKQHDFFKSAMPEGYVQERTIFFKDDGNYKTRAEVK-
FEGDTLVNRIELKGIDFKEDGNILGHKLEYNYNSHNVY-
IMADKQKNGIKVNFKIRHNIED GSVQL ADHYQ QNT-
PIGD GPVLLPDNHYLSTQSALSKDPNEKRDHMVLLEFVTA-
AGITLGMDELYK*

Primer 1	 For 5′_CACTCCCACTGTCCTTTCCTAA_3′
		   Rev 5′_TCCTAGCTCTTCATTCCGCC_3′
Primer 2	 For 5′_GCTTCTCTTTGCAGCCTGTTTC_3′
		   Rev 5′_GGGCGCAGGTTAGTGGTATT_3′

Dexamethasone treatment
Organoids were treated with GCs by dissolving Dexamethasone (Dex) 
in DMSO (dimethyl sulfoxide) and subsequently in the NDM+A 
culture medium. To achieve the final concentration of 100 nM, Dex 
was first diluted in DMSO in a concentration of 100 μM and subse-
quently diluted in NDM+A culture medium to a final concentration 
of 100 nM. Vehicle control (Veh) organoids received equal amounts 
of DMSO. Chronic exposures (days 60 to 70 in culture) were per-
formed by replacing supplemented medium every 2 days. Some 
organoids were collected at day 70 following 10 days of exposure. 
Other organoids from the same batch were subsequently cultured in 
normal unsupplemented medium for a 20-day washout period fol-
lowed by an acute exposure (day 90 in culture) with 100 nM Dex or 
DMSO for 12 hours. The timing for the treatment starting at day 60 
was chosen to reflect a robust expression of the GR (NR3C1) and 
overlapping gene expression profiles with fetal brain tissue (22). The 
timing of the exposure and the washout was chosen based on previ-
ous experiments in a human hippocampal progenitor cell line that 
revealed lasting and functional changes in DNA methylation in rel-
evant gene regulatory elements after 10-day exposure to Dex during 
neuronal differentiation and a subsequent 20-day washout (73).
Immunofluorescence
Organoids were fixed using 4% PFA for 45 min at 4°C, cryopre-
served with 30% sucrose, fixed in optimal cutting temperature 
(OCT) compound (Thermo Fisher Scientific), and stored at −20°C 
before cutting and preparation of 16-μm cryosections on SuperFrost 
slides. Between two and three blocks of three to four organoids each 
were fixed per condition, leading to n = 6 to 12 organoids for stain-
ing and subsequent counting. For immunofluorescence, sections 
were postfixed using 4% PFA for 10 min and permeabilized with 
0.3% Triton for 5 min. Sections were subsequently blocked with 
0.1% Tween, 10% normal goat serum, and 3% bovine serum albu-
min (BSA). For staining with GFP and PBX3, the slides were put 
through antigen retrieval before fixing with PFA. More specifically, 
the slides were incubated in citric buffer (0.01 M, pH 6.0) for 1 min 
at 720 W and 10 min at 120 W, left to cool down at room tempera-
ture for 20 min, and washed once with phosphate-buffered saline 
(PBS). Alexa-anti-chicken-488 and Alexa-anti-rabbit-647 were used 

as secondary antibodies. All secondary antibodies are diluted to 
1 μg/ml or 1:1000 in blocking solution.
Antibodies
Antigen Dilution Vendor      Catalog no.
DAPI  1:1000  Sigma-Aldrich  D9542
GFP    1:1000  Aves Lab     1020
PBX3  1:500    Abcam      ab52903
NeuN    1:500    Millipore     MAB377
OCT4    1:500    Millipore     ABD116
NANOG   1:250    Millipore     MABD24
TRA-160   1:250    Millipore        MAB4360
Cell imaging and counting
For immunofluorescence, stained slides were imaged using the 20× 
and 63× lens in confocal mode on the MICA Microhub micro-
scope (Leica) and the Leica Application Suite X software (version 
1.4.4.26810) or using the 20× lens on the AxioScan.Z1 Slide Scanner 
(Zeiss). To identify cells positively stained only for PBX3, NeuN, 
and GFP-GAD1 as well as cells double-positive for PBX3 and GFP-
GAD1 or NeuN and GFP-GAD1, cells were manually counted by 
two independent experimenters in two separate staining experi-
ments using the Cell Counter Tool in ImageJ software. A minimum 
of n =  6 whole organoids were used per condition. Specifically, 
between two and three blocks of OCT compound of three to four 
organoids each were fixed per condition, leading to n = 6 to 12 
independent organoids used for staining, microscopy imaging, and 
subsequent counting. Counts are reported as cells/mm2 normalized 
by tissue surface area. AxioScan.Z1 Slide Scanner images are quanti-
fied as total counts per entire organoid slice (n = 5 per group), while 
MICA Microhub images are quantified as one representative select-
ed tile per mosaic organoid slide (n = 10 tiles per group). Statistical 
analyses are reported as two-sided unpaired t tests.
scRNA-seq library preparation and sequencing
Single cells were dissociated using StemPro Accutase Cell Dissocia-
tion Reagent (Life Technologies), filtered through 30- and 20-μm 
filters (Miltenyi Biotec), and cleaned of debris using a Percoll 
(Sigma-Aldrich, P1644) gradient. Single cells were resuspended in 
ice-cold PBS supplemented with 0.04% BSA and prepared for single-
cell separation. Experiments were performed in a paired case-
control design, with two or four conditions at day 70 and day 90, 
respectively, run in parallel. Single cells were run through the Chro-
mium controller to form gel emulsion beads containing barcoded 
single cells and prepared into single-cell libraries using the Chro-
mium Single Cell 3′ Reagent Kits v2 according to the manufacturer’s 
recommendations without any modifications (10x Genomics). To 
reach an optimal target cell number, 10,000 cells per sample were 
loaded onto a channel of the 10x chip. All libraries were assessed 
using a High Sensitivity DNA Analysis Kit for the 2100 Bioanalyzer 
(Agilent) and KAPA Library Quantification kit for Illumina (KAPA 
Biosystems). Sequencing of the 10x Genomics single-cell RNA-seq 
libraries was performed on an Illumina NovaSeq 6000 (Illumina, 
San Diego, CA) at the sequencing core facility of the Max Planck 
Institute for Molecular Genetics (Berlin, Germany).
scATAC-seq library preparation and sequencing
Single cells were dissociated from whole organoids according to the 
scRNA protocol above. Subsequent nuclei preparation and scATAC-
seq library generation were performed using the Chromium Single 
Cell ATAC Library & Gel Bead Kit (16 rxns PN-1000110) according 
to the manufacturer’s recommendations without any modifica-
tions (10x Genomics). Sequencing of the 10x Genomics scATAC-seq 
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libraries was performed on Illumina NovaSeq 6000 (Illumina, San 
Diego, CA) by the sequencing core facility at the Max Planck Insti-
tute for Molecular Genetics (Berlin, Germany).

Computational methods and analyses
scRNA-seq quality control
Count matrices were produced from fastq files using 10x Genomics 
Cell Ranger (74) v3.0.2 with the transcriptome hg38_ensrel94 (75). 
Count matrices of 90-day-old acutely treated and control organoids 
of Line 409b2 and Line FOK4 (Veh-Veh and Veh-Acu conditions) 
have previously been used by Cruceanu et al. (22) and are avail-
able from the Gene Expression Omnibus repository (accession: 
GSE189534). All data have been reprocessed and reanalyzed here.

All downstream analyses were carried out using the scverse (76) 
packages scanpy (77) v1.9.3 and anndata (78) v0.9.1 with Python 
v3.10.12 unless indicated otherwise. For QC, cells with less than 
1200 total unique molecular identifier (UMI) counts, cells with 
more than 150,000 total UMI counts, cells with less than 700 genes 
expressed, and cells with 25% or more mitochondrial UMI counts 
were removed from the dataset. Next, any genes expressed in less 
than 20 cells were removed.

For a second QC step, an initial clustering of the full dataset was 
computed using louvain clustering (louvain Python package v0.8.0, 
https://github.com/vtraag/louvain-igraph) (79) with appropriate pre-
processing and a resolution of 0.5. On the basis of this clustering, 
two samples, which mainly clustered separately from all other sam-
ples, were removed (409b2-D70-Chr-V1, 409b2-D70-Veh-V2). In 
addition, three further samples with low numbers of expressed 
genes or a sequencing saturation below 35%, as reported by 10x 
Genomics Cell Ranger, were removed (409b2-D70-Veh-C1, FOK4-
D90-Veh-Veh-C1, FOK4-D90-Veh-Veh-C2).

For a final QC step, the data were reclustered following the 
same procedure as before, and marker genes were computed using 
the gene ranking function of scanpy with default parameters. On 
the basis of the marker gene signature, any clusters containing 
mostly mesenchymal cells, epithelial cells, myocytes, neuroecto-
derm, neural stem cells, macrophages, or fibroblasts were removed 
from the dataset.
scRNA-seq data preprocessing and cluster annotation
All steps described in this section were applied separately to the data 
derived from Line 409b2 and Line FOK4. Normalization size factors 
were computed using the scran (80) R package v1.22.1 (R v4.1.2) 
with the appropriate preprocessing to obtain an initial coarse 
clustering of the data as required for this approach. The raw 
counts of each cell were then normalized by the respective size fac-
tor and log(1 + x) transformed. Four thousand highly variable genes 
(HVGs) were computed using the log-normalized counts using 
the “cell_ranger” flavor (74). Principal components (81), a nearest 
neighbor graph (82), a force-directed graph drawing (https://github.
com/bhargavchippada/forceatlas2) (83), louvain clustering (https://
github.com/vtraag/louvain-igraph) (79), and partition-based graph 
abstraction (PAGA) (84) were computed using default parameters. 
The layout obtained from plotting the PAGA results with a threshold 
of 0.05 was used as initialization to compute Uniform Manifold Ap-
proximation and Projection (UMAP) (82) with default parameters.

Marker genes were computed by ranking genes for each cluster, 
with further subclustering or merging of clusters performed where 
appropriate. Cell type identities were assigned to clusters by com-
paring top-ranking genes per cluster with known marker genes 

from developmental neurobiology. A total of eight cell types and 
one cluster of unknown identity were identified using this procedure.
Removing nonviable cells from scRNA-seq datasets
All steps described in this section were applied separately to the data 
derived from Line 409b2 and Line FOK4. To identify cells in nonvi-
able metabolic states, the following Gene Ontology (85, 86) Biologi-
cal Process gene sets were scored using the respective scanpy function 
with default parameters in every cell [as previously suggested (30)]. 
Negative markers of cell viability: “glycolytic process” (GO:0006096), 
“response to endoplasmic reticulum stress” (GO:0034976). Positive 
markers of cell viability: “gliogenesis” (GO:0042043), “neurogenesis” 
(GO:0022008), and previously reported marker genes of the choroid 
plexus (87). Each score was scaled to the range (0,1). A joint cell 
viability score was computed by adding all scaled positive viability 
scores, subtracting all scaled negative viability scores, and scaling the 
final score to the range (0,1). Cells with a final viability score of less 
than or equal to 0.4 were identified as nonviable cells and removed 
from the dataset. To further characterize the remaining cells of the 
Unknown cluster, marker genes of this cluster with respect to all 
other clusters were computed after the score-based nonviable cell re-
moval. This was done using a t test through the rank_genes_groups 
scanpy function. Following analysis of the marker genes, the Unknown 
cluster was removed entirely from the dataset.

Following the removal of nonviable cells, HVGs, principal com-
ponents, the neighbor graph, force-directed graph drawing, PAGA 
(threshold 0.001 for computing the layout), and UMAP were recom-
puted following the same procedure described in the section above.
Mapping scRNA-seq data to the human neural organoid 
cell atlas
Query to reference mapping using scPoli (88) from the scArches 
(89) package v0.5.9 was used to project the scRNA-seq data acquired 
in this study to the Human Neural Organoid Cell Atlas (HNOCA) 
(36). HNOCA data and the scPoli integration model weights used in 
the original study were obtained from https://github.com/theislab/
neural_organoid_atlas. The feature (gene) space of the datasets from 
this study was adapted to the feature space used in the HNOCA 
scPoli model, filling any missing genes with zero expression. The 
query model was trained for five pretraining epochs and one train-
ing epoch with unlabeled prototype training enabled. Annealing of 
the model hyperparameter α was set to 10 epochs, and the model 
hyperparameter η was set to 5. Feeding this study’s data and the 
HNOCA data through the trained model produced a mapped latent 
representation, which was used as input for the neighbor graph and 
UMAP computation. Cell type annotations from the “annot_level_2” 
HNOCA annotation column [the final annotation shown in figure 1 
of the HNOCA paper (36)] were used to contextualize the data gen-
erated in this study.
scRNA-seq differential expression analysis
The R tool MAST (90) v1.20.0 (R v4.1.2) was used to compute DE 
genes per cell type between treatment conditions on log-normalized 
expression data. This analysis was carried out separately for the two 
source cell lines. Samples that contained less than 10 cells of a given 
cell type were removed to compute differential expression (DE) for 
this cell type. Additionally, genes expressed in less than 5% of cells of 
a given cell type were also removed to compute DE for this cell type. 
For each cell type and source cell line, a hurdle model was fit accord-
ing to the following formula:

~ ngeneson + treatment_acute + treatment_chronic + treatment_
chronic:treatment_acute
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where ngeneson corresponds to the number of expressed genes in 
the sample, treatment_chronic corresponds to the 10-day treatment 
applied between day 60 and day 70 (Veh or Chr), and treatment_
acute corresponds to the 12-hour treatment applied at day 90 (Veh, 
Acu, or None for samples collected at 70 days in culture). A likeli-
hood ratio test was applied to test for DE at day 70 (chronic effect) 
and day 90 (chronic and acute effect).

Only genes with an FDR-corrected P value of less than 0.1 in both 
source cell lines and agreeing direction of DE fold change were 
deemed DE for a given cell type to reduce the number of false-positive 
DE results. DE genes were visualized using the UpSetPlot (91) 
v0.8.0 Python package (https://github.com/jnothman/UpSetPlot).
Functional enrichment analysis of DE genes and TF target 
gene enrichment
Consensus DE genes computed as described in the previous section 
were used as input to the enrichment analysis using the Python im-
plementation of Enrichr (92, 93) via the GSEApy (94) package v1.0.5 
with default parameters. For the annotation of biological function, 
the “GO_Biological_Process_2021” gene set was used as provided 
by Enrichr. For the TF target enrichments, the “ENCODE_and_
ChEA_Consensus_TFs_from_ChIP-X” gene set was used as pro-
vided by Enrichr. For greater coverage of TFs, a second database was 
used for this enrichment: CollectTRI (95), obtained via the Python 
implementation of decoupler (96) v1.4.0. Any hits with an FDR of 
less than 0.1 were considered significantly enriched.

Gene Ontology enrichment results were summarized and visual-
ized using GO-Figure (97) v1.0.1 (go.obo version: releases/2021-05-01; 
go.obo version used to create GO relations: releases/2023-04-01; 
similarity_cutoff: 0.2).
Processing of public neural organoid scRNA-seq data
Count data, associated metadata, and gene names were downloaded 
from ArrayExpress (accession: E-MTAB-7552) as stated in the data 
availability section of the Kanton et al. publication (43). The dataset 
was subset to cells belonging to the study’s 70-day-old organoid cell 
line comparison section. Any cells from cell line 409b2 or cells with-
out a cell type label were removed from the dataset. Genes expressed 
in less than 10 remaining cells were also removed from the dataset. 
Raw counts were normalized per cell to the median total counts per 
cell in the dataset and log(1 + x)–transformed. HVGs and principal 
components were computed as with the original datasets. An inte-
grated neighbor graph was computed using the BBKNN algorithm 
(98) (bbknn Python package v1.5.1) using cell line as a batch key 
and neighbors_within_batch = 5 with otherwise default parameters 
of the scanpy external implementation. From this integrated neigh-
borhood graph, UMAP and force-directed graph drawing were 
computed with default parameters. The “Cortical neurons” cluster 
and the “LGE interneurons” cluster were identified as the excitatory 
and inhibitory neuron cell types in this dataset, respectively.
Trajectory inference and driver gene computation
For Line 409b2 and Line FOK4 data, the RGS5 Neurons cluster was 
removed from the dataset for this analysis, followed by recomputa-
tion of HVGs, principal components, the neighbor graph, force-
directed graph drawing, PAGA (threshold 0.001 for computing the 
layout), and UMAP following the same procedure as described in 
the sections above. All the steps described in this section were ap-
plied separately to the data derived from Line 409b2, Line FOK4, 
and the external validation data.

The scanpy external implementation of Palantir (99) was used to 
compute a pseudotime following the manual selection of an “early 

cell” within a progenitor cluster for each dataset (RG for Line 409b2 
and FOK4, cortical NPCs for the validation data). First, Palantir dif-
fusion maps were computed with five diffusion components and 
otherwise default parameters. Second, a t-distributed stochastic 
neighborhood embedding (tSNE) (100) representation was com-
puted on the first two components of the Palantir multiscale data 
matrix with a perplexity of 150 and otherwise default parameters. 
The resulting embedding was used to compute the Palantir pseudo-
time, sampling 500 waypoints and otherwise default parameters.

CellRank (44,  101) was used to compute lineage probabilities 
based on the Palantir pseudotime. CellRank was installed from the 
GitHub main branch (https://github.com/theislab/cellrank) at com-
mit c3ced63 (earliest stable version including this commit: v2.0.1). 
The CellRank pseudotime kernel was initiated with the Palantir 
pseudotime, and a transition matrix was computed. This, in turn, 
was used to initiate the GPCCA (102) estimator, which allowed the 
computation of macrostates from the transition matrix. Inhibitory 
and excitatory neuron trajectory endpoints (plus an additional ChP 
endpoint in Line 409b2 and FOK4 data) were manually selected 
from the computed macrostates and, in turn, used to compute the 
respective fate probabilities for each cell and terminal state. We fur-
ther used CellRank to compute lineage drivers for each terminal 
state, correcting for FDR and discarding any drivers where the sig-
nificance of the driver correlation could not be computed. A driver 
gene with an FDR below 5% was deemed significant in all down-
stream analyses. The scipy (103) implementation of the t test on two 
related samples of scores was used to compute the significance of the 
difference between the alignment of consensus DE genes and driver 
gene directionality between the excitatory and inhibitory neuron 
lineages across three datasets.

For visualizing gene trends, the knn-smoothing on the expression 
data, as implemented in the scVelo (104) v0.2.5 moments function, 
was used with 30 principal components and otherwise default pa-
rameters. Using these data, gene trends were fitted using the GAMR 
model (105) with seven knots and plotted along Palantir pseudotime.
Processing of public fetal human brain scRNA-seq data
The Cell Ranger–processed count matrices from the recently published 
first-trimester fetal brain atlas by Braun et al. (48) were downloaded 
using the link provided by the authors (https://storage.googleapis.
com/linnarsson-lab-human/human_dev_GRCh38-3.0.0.h5ad). The 
associated organoid age, 10x Chromium chemistry version, and 
neurotransmitter-transporter (NTT) annotations metadata were 
obtained from tables S1 and S2 of the publication: https://github.
com/linnarsson-lab/developing-human-brain/files/9755355/table_
S1.xlsx and https://github.com/linnarsson-lab/developing-human-
brain/files/9755350/table_S2.xlsx. Any genes expressed in less than 
20 cells were removed. Next, cells with less than 200 genes expressed 
were removed from the dataset. The total counts of each cell were 
normalized to 10,000 and log(1 + x)–transformed. Using the Cell-
Class annotation provided by the authors, the dataset was then sub-
set to the clusters Neuron, Neuroblast, Neuronal IPC, and Radial 
Glia. Using the “Chemistry” annotation, the dataset was further 
subset to cells collected by the 10x 3′ v2 chemistry. Any cells ex-
pressing neither the GABA NTT nor any of the glutamate NTTs 
were removed from the dataset. Any cells expressing both the GABA 
NTT and any of the glutamate NTTs were also removed from the 
dataset. A new metadata column (“NTT_simplified”) was created, 
indicating whether the GABA NTT or any of the glutamate NTTs 
were expressed in each cell.
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Differential abundance testing
All steps described in this section were applied separately to the data 
derived from Line 409b2 and Line FOK4. Milopy v0.1.1 (https://
github.com/emdann/milopy), the Python implementation of Milo 
(45), was used to test for differential abundance between treated and 
control cells in 70-day-old organoids. For this, a KNN graph was 
recomputed in the day 70 data using scanpy with n_neighbors = 30, 
before applying milopy. Neighborhoods were made and counted us-
ing milopy using the “sample” column as replicate information. Dif-
ferential abundance was computed using milopy with “~ treatment” 
as the design formula and “treatmentChr-treatmentVeh” as the 
model contrast. Neighborhoods with an FDR-corrected P value of 
<0.1 were deemed significantly differentially abundant.
scATAC-seq data processing
Count matrices were produced from fastq files using 10x Genom-
ics Cell Ranger ATAC (106) v2.0.0 with the reference GRCh38 
(Ensembl release 94) (75). Unless stated otherwise, all downstream 
analyses were carried out using the R packages Signac (107) v1.9.0 
and Seurat (108) v4.3.0 on R v4.1.2. The aggregated and filtered 
peak-barcode matrix from 10x Genomics Cell Ranger ATAC was 
loaded with Signac together with the associated fragments file and 
metadata. Any features detected in less than 10 cells and any cells 
with less than 200 detected features were discarded from the dataset. 
Gene annotations from the EnsDb.Hsapiens.v86 v2.99.0 (https://
bioconductor.org/packages/release/data/annotation/html/EnsDb.
Hsapiens.v86.html) were used. Transcription start site (TSS) en-
richment, nucleosome signal, and the fraction of reads in peak sta-
tistics were computed per cell. AMULET (109) was installed from 
the GitHub main branch (https://github.com/UcarLab/AMULET) 
at commit 9ce413f and used for detecting and removing doublet cells 
from the dataset.

For QC, only cells conforming with all the following criteria were 
kept in the dataset: over 1000 fragments in peak regions, less than 
100,000 fragments in peak regions, TSS enrichment score greater 
than 2.7, TSS enrichment score smaller than 10, over 30% reads in 
peaks, blacklist ratio smaller than 0.66, and a nucleosome signal ra-
tio below 10. This resulted in 7% of cells being removed and 20,616 
remaining cells. TF-IDF normalization (110), top feature identifica-
tion (min.cutoff  =  “q0”), singular value decomposition, neighbor 
graph computation, UMAP (82) computation, and clustering (111) 
were performed. Gene activities were computed and log-normalized. 
ChromVar (112) activities were computed using the BSgenome.Hsa-
piens.NCBI.GRCh38 (https://bioconductor.org/packages/release/
data/annotation/html/BSgenome.Hsapiens.NCBI.GRCh38.html) 
genome and motif position frequency matrices from the JASPAR2020 
database (https://bioconductor.org/packages/release/data/annotation/
html/JASPAR2020.html) (113).
Multimodal integration of scRNA-seq and scATAC-seq data
The integration described in this section was carried out individu-
ally for the GC-exposed and vehicle data (scRNA-seq and scATAC-
seq) from 90-day-old organoids (Veh-Veh and Chr-Veh conditions) 
using the Python package GLUE (114) v0.3.2.

The scATAC-seq data were saved as an h5ad object by exporting 
to Python using anndata2ri v1.1 (https://github.com/theislab/anndata2ri) 
automatic conversion. The data were subset for the respective treat-
ment condition and reduced to 101 dimensions using 15 latent 
semantic indexing iterations, as implemented in GLUE. The first 
dimension was discarded as it usually correlates strongly with read 
depth. The resulting representation was used to compute a neighbor 

graph as implemented in the scanpy (77) package (using cosine sim-
ilarity as a metric), followed by UMAP (82) computation also using 
the scanpy implementation.

The raw scRNA-seq count data were subset to the respective 
treatment condition and processed using the scanpy package as fol-
lows, using default parameters unless stated otherwise: highly vari-
able gene computation (n_top_genes = 2000, flavor = “seurat_v3”), 
count normalization per cell to the median total counts per cell in 
the dataset, log(1 + x) transformation, scaling each feature to unit 
variance and zero mean, computation of 100 principal components, 
neighbor graph computation using the cosine similarity metric, and 
UMAP computation.

A GLUE RNA-anchored guidance graph was computed using 
the scRNA-seq and scATAC-seq data, and a GLUE model was fitted 
using a negative binomial probability distribution and highly vari-
able features from both data modalities. Principal components were 
used as a reduced representation of the scRNA-seq data, while the 
latent semantic indexing embedding was used for scATAC-seq data. 
Data from both modalities were passed through the trained GLUE 
model, and the resulting concatenated representation was used to 
compute a combined neighbor graph and UMAP representation 
of the data. A bipartite matching approach (115), as implemented 
in the scim package (https://github.com/ratschlab/scim, master 
branch, commit 6392e65), was used (get_cost_knn_graph function 
with knn_k = 15, null_cost_percentile = 99, and capacity_method = 
“uniform”) to match cells from both modalities one by one into 
“metacells.” In cases where no ATAC match was found for an RNA 
cell, only the RNA information was used. The GLUE latent vector of 
the cell was calculated as the average latent vector of the matched 
cells and used for joint neighbor graphs and UMAP computation for 
data visualization. The Python implementation of MAGIC (116) 
(https://github.com/KrishnaswamyLab/MAGIC) was used to im-
pute gene activities on the matched dataset using k = 15 neighbors, 
decay = 1, thresh = 1 × 10−4, and four nearest neighbors for kernel 
bandwidth computation.
GRN inference
The R tool Pando (117) v1.0.3 (https://github.com/quadbio/Pando) 
with R v4.1.2, together with Signac (107) v1.9.0 and Seurat (108) 
v4.3.0 for preprocessing, were used to infer GRNs from the inte-
grated multimodal data separately for the two treatment conditions 
(as in the integration step). The integrated metadata was loaded into 
a Seurat object, from where the data of the two modalities were pre-
processed individually. The scATAC-seq peaks were embedded in 
low-dimensional space using TF-IDF normalization (110), top 
feature identification (min.cutoff = “q0”), and singular value de-
composition. At the same time, the RNA data were log-normalized 
(normalization.method  =  “LogNormalize,” scale.factor  =  10,000), 
top features were identified (selection.method = “vst,” nfeatures = 
4000), the data were scaled, and principal components were computed. 
The GRN was initiated using both data modalities and conserved re-
gions from mammals as included in Pando (phastConsElements-
20Mammals.UCSC.hg38). Candidate regions were scanned for TF 
binding sites as provided by Pando (motif2tf data). The resulting 
data and initialized network were used to infer the GRN (peak_to_
gene_method = “Signac,” method = “glm”) followed by gene module 
identification (p_thresh  =  0.1, nvar_thresh  =  2, min_genes_per_
module =  1, rsq_thresh =  0.05). ggplot2 (118) v3.4.2 and ggraph 
(https://github.com/thomasp85/ggraph) v2.1.0 were used to gener-
ate TF-centered GRN visualizations. As multimodal analyses were 
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only carried out in Line 409b2, we applied a stricter false discovery 
cutoff of 5% to define a DE gene in all DE analyses in this section.
In silico TF perturbation
The steps described in this section were carried out individually for 
the GC-exposed and vehicle data (scRNA-seq and scATAC-seq) from 
90-day-old organoids (Veh-Veh and Chr-Veh conditions). PBX3 tar-
get expression was set to 1.0 normalized counts in the overexpression 
experiment using the Veh-Veh data. PBX3 expression was set to 0.0 
normalized counts in the KO experiment using the Chr-Veh data.

The base-GRN construction for the in silico perturbation experi-
ment was achieved by first predicting co-accessible peaks from our 
scATAC-seq data using Cicero (119) v1.3.9 (https://github.com/
cole-trapnell-lab/cicero-release) with R v4.1.2, followed by TSS an-
notation and TF binding motif scanning using the CellOracle (54) 
v0.18.0 (https://github.com/morris-lab/CellOracle) motif_analy-
sis module. The GRN was inferred with CellOracle using the base-
GRN data, together with raw scRNA-seq counts from 4000 highly 
variable features (flavor = “seurat_v3”), using the parameters from 
the CellOracle tutorial [KNN imputation using the number of prin-
cipal components analysis (PCA) components to obtain an explained 
variance ratio > 0.002 (but a minimum of 50), k = 0.025*number of 
cells, b_sight = k*8, b_maxl = k*4; GRN computation with α = 10]. 
To prepare GRN perturbation, CellOracle was used to fit the GRN 
for simulation using cell type–specific TF dictionaries and α = 10. 
The CellOracle GRN perturbation was carried out by adapting the 
target expression of PBX3 as described at the beginning of this sec-
tion and simulating the resulting shift (n_propagation = 3), estimat-
ing transition probabilities (n_neighbors = 200, knn_random = True, 
sampled_fraction = 1), and calculating the resulting embedding shift 
(sigma_corr = 0.05) on the force-directed graph embedding. To vi-
sualize the embedding shifts on a grid, the CellOracle calculate_p_
mass function (smooth = 0.8, n_grid = 40, n_neighbors = 200) was 
used, and the mass filter (min_mass = 0.001) was calculated. The 
previously computed Palantir pseudotime was used to calculate a 
differentiation vector field via gradients obtained from transferring 
the pseudotime data onto the embedding grid with args = {“meth-
od”: “polynomial,” “n_poly”:3}. This vector field was used to compute 
the CellOracle perturbation score by taking its inner product with 
the previously obtained perturbation vector field. The resulting per-
turbation score was plotted (vm = 0.015, s = 50) while scaling the 
simulation vectors by 0.7. For validating the robustness of the results 
independently of the scATAC-seq data, all computations were re-
peated as described while using the CellOracle prebuilt promoter 
base-GRN (hg19_gimmemotifsv5_fpr2).
Statistical testing
Unless stated otherwise, the SciPy (103) implementation of the t test 
for the means of two independent samples was used to test for sig-
nificance throughout the article. Unless stated otherwise, correla-
tion coefficients were computed using the SciPy implementation of 
the Pearson correlation coefficient and P value to test for non-
correlation.
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