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A platform for the biomedical application 
of large language models

G
enerative artificial intelligence 
(AI) has advanced consider-
ably in recent years, particu-
larly in the domain of language.  
However, despite its rapid com-

modification, its use in biomedical research 
is still in its infancy1,2. The two main avenues 
for using large language models (LLMs) are 
end-user-ready platforms, which are usu-
ally provided by large corporations, and 
custom solutions developed by individual 
researchers with programming knowledge. 
Both use cases have significant limitations.  
Commercial platforms do not meet the 

transparency standards required for repro-
ducible research; none are open source, and 
only a few provide (superficial) scientific 
descriptions of their algorithms3. They are 
also subject to privacy concerns (reuse of 
user data) and to considerable commercial 
pressures. In addition, they are not fully cus-
tomizable to accommodate a specific research 
domain or workflow.

Individual solutions, on the other hand, are 
not accessible to most biomedical research-
ers. They require many specialized skills in 
addition to the researcher’s domain-specific 
knowledge, such as programming, data 

management, machine learning knowledge, 
technical expertise in deployment and frame-
working, and management of software ver-
sions in a rapidly changing environment. 
This, in turn, prevents robust and reproduc-
ible results owing to the many technical chal-
lenges involved. As a result, applications of 
LLMs in biomedical research are still at the 
level of individual case studies2,4, in contrast 
to the imaging domain, which boasts several 
open-source AI frameworks and approved 
medical devices1.

To bridge the gap between complex cus-
tom solutions and closed-source commercial 
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Fig. 1 | The modular BioChatter platform architecture. a, BioChatter provides 
a selection of diverse APIs for various use cases (Python, REST) and two graphical 
user interfaces (the Python-based “Light” for rapid prototyping and the more 
full-featured JavaScript app “Next”). b, BioChatter facilitates the creation of 
custom deployments on a spectrum of tradeoff between simplicity/economy 
(left) and security (right). c, BioChatter harmonizes the APIs of open-source 
LLM deployment tools and proprietary LLM providers (brown), knowledge 
management systems such as knowledge graphs and vector databases (purple),  

public APIs (red) of databases (such as OncoKB14), and software (such as BLAST15).  
In addition, the LLM can be specifically instructed according to the user’s 
context via customizable system prompts (green). Each use case is then 
an individualized combination of these components, combined by either 
manual or semiautomated agentic workflows, and adapted to the user’s 
needs, including use-case-specific validation for robustness. API, application 
programming interface; KG, knowledge graph; LLM, large language model; REST, 
representational state transfer.
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platforms, we present BioChatter (https://bio-
chatter.org), an open-source Python frame-
work designed to develop custom biomedical 
research software in line with open science 
principles5. BioChatter’s modular architecture 
offers broad applicability across various bio-
medical research contexts (Fig. 1a). Its flexible 
composition supports a wide range of applica-
tions, from rapid prototyping to fully encap-
sulated deployment (Fig. 1b).

To eliminate redundancies from the fre-
quent reimplementation of basic workflows, 
we offer a permissively licensed software 
package that integrates and maintains basic 

open-source components (Supplementary 
Methods). This not only eases the software 
development burden but also unifies com-
mon LLM-driven workflows in biomedicine, 
making them available through a single, cohe-
sive application programming interface (API, 
Fig. 1c). We harmonize the distinct APIs of LLM 
deployment tools and proprietary LLM pro-
viders, allowing the user to switch between dif-
ferent models and providers without changing 
their code.

We integrate with existing open-source 
infrastructure such as BioCypher6 and other 
databases, allowing injection of domain 

knowledge to perform retrieval-augmented 
generation (Supplementary Note: Retrieval- 
Augmented Generation). We also facilitate 
the integration of live services (includ-
ing web-based APIs) via the LLMs’ ability to 
parameterize API queries, made robust by 
custom implementations of each API ser-
vice in BioChatter. Finally, our customizable 
platform allows users to align the LLM to 
their context via system prompts, as well as 
advanced workflows using agent-based sys-
tems (Supplementary Methods). Simplifying 
these customizations is a major benefit of 
BioChatter, often achievable by changing a 

Application:
BioChatter

Representation:
BioCypher

Extraction:
BioGather

a

b

c
Application/use case

1.0

0.8

0.6

0.4

0.2

0.0

Feeds

Informs

Validates

.. reported
 that Gene
 is altered in
 Disease ..

altered in

Knowledge
and data

Gene

User: Which Genes
 could we target
 in Disease ..
LLM: Based on the
 information ...

Disease

Dedicated benchmark tasks
(dataset)

Continuous monitoring

Facilitates

Combinatorial results

Custom use case-driven
applications and services

Models Prompts ...

Ac
cu

ra
cy

LLM only BioChatter

Fig. 2 | Benchmarking, monitoring, and outlook. a, The workflow of introducing 
use case-specific tests into the BioChatter benchmarking framework facilitates 
continuous monitoring. Dedicated benchmarks are run across a combination 
of models and other parameters. b, Comparison of two benchmark tasks for 
knowledge graph query generation show that BioChatter’s prompt engine 
achieves much higher accuracy than the naive approach (measured as number 
of correct query components among all tested). The BioChatter variant involves 
a multistep procedure of constructing the query, while the “LLM only” variant 
receives the complete schema definition of a BioCypher knowledge graph (which 
BioChatter also uses as a basis for the prompt engine). The general instructions 
for both variants are otherwise the same (Supplementary Note: Benchmarking). 

The test includes all models, sizes and quantization levels (N = 150), and the 
performance is measured as the mean accuracy for the two tasks (0.486 ± 0.12 vs 
0.844 ± 0.11, unpaired t-test P < 0.001, t = 18.65). Center line, median; box limits, 
upper and lower quartiles; whiskers, 1.5× interquartile range; points, outliers. 
c, The BioCypher ecosystem will cover the process of knowledge management 
from extraction through representation to application. We will develop 
BioGather (denoted by dashed lines as ongoing work) to integrate natively 
with the BioCypher and BioChatter frameworks to allow flexible extraction of 
information from diverse resources using a unified API. This will achieve two 
pairs of bidirectional synergies: knowledge graphs to extraction pipelines and 
knowledge graphs to LLMs, respectively.
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simple configuration file (for examples, see 
Supplementary Note: Customization).

We provide abstract classes for the imple-
mentation of multi-agent systems based on 
reflection7. These systems can be configured 
to perform simple reflective tasks, such as fact 
checking, or more complex tasks, such as iter-
atively improving knowledge graph queries 
on the basis of their results (Supplementary 
Methods). Prospectively, these agent systems 
have the potential to scale to considerable lev-
els of complexity. However, this will require 
thorough evaluation and balancing between 
performance and computing cost8.

To address the challenges of reproducibility 
in LLM workflows, we developed a continuous 
benchmarking system that allows the com-
munity to monitor the performance of all 
included models on specific tasks. Whenever 
we add a feature, such as knowledge graph 
query generation, we introduce a battery of 
tests to validate its functionality based on 
community-driven use cases (Fig. 2a). The 
benchmarking framework runs these tests 
across all models and relevant parameters and 
reports the results to the community through 
our website (Supplementary Note: Bench-
marking). We rely on open-source software 
to rapidly incorporate new models as they are 
released, effectively keeping pace with rapid 
developments in the field by distributing 
technical tasks across the community (Sup-
plementary Methods).

In the case of knowledge graph connectiv-
ity, we see a large increase of performance 
across all LLMs due to the native interaction of 
BioChatter with BioCypher knowledge graphs 
(Fig. 2b). Through the detailed description of 
knowledge graph components in the BioCy-
pher schema configuration, we can effectively 
guide the LLM in using the knowledge graph 
(Supplementary Methods). In future work, 
we plan to extend this approach to extract-
ing information from text and images, and we 
have begun developing a new framework, Bio-
Gather, to support this effort (Fig. 2c). A key 
advantage of this integrated approach is its 
ability to guide the model in extracting infor-
mation from unstructured sources, aligning 
with the knowledge graph’s schema for each 
use case. This promotes data harmonization 
and leads to multiple synergies: LLMs make 
knowledge more accessible and show supe-
rior extraction performance owing to their 
context-awareness while knowledge graphs 
make LLMs more reliable and facilitate the 
harmonization of extracted information.

Demands have been made for regulation, 
an international forum, and benchmarks of 

LLMs applied to biomedical research9,10, but 
practical solutions rooted in the scientific 
community are still lacking. In contrast to 
biomedical image analysis, which boasts 
numerous open frameworks to facilitate 
access to AI methods, language-based 
research tasks are at the stage of explora-
tion, case studies, perspectives, and recom-
mendations for manual application1,2,4,11.  
A prevailing perspective on the medical appli-
cation of LLMs is that their development and 
evaluation will be shaped and driven by regu-
lators and closed-source companies11, which 
is likely to exclude actors outside the Global 
North. We argue that, instead, the open sci-
ence community should lead the develop-
ment and evaluation of these new and rapidly 
evolving technologies in a fully transparent, 
open-source manner, to allow an approach 
inclusive of all groups of stakeholders and 
the global community3. We believe this to be 
essential for approaching the emerging chal-
lenges in the field, such as ensuring safety in 
sensitive applications. Rather than relying 
solely on benchmarking suites that highlight 
model abilities, a framework based on Pop-
perian falsification — designed to push the 
limits of these models — will be paramount8.

We prioritize pragmatic execution over 
attempting to create a one-size-fits-all solu-
tion. By offering a flexible, modular platform 
tailored to developers of custom solutions in 
the biomedical field, we aim to reduce devel-
opment and maintenance burdens while 
enhancing the robustness of resulting applica-
tions. BioChatter is not designed to compete 
with existing infrastructure or consumer prod-
ucts. Instead, it leverages open-source infra-
structure to efficiently address the specific 
demands of biomedical research, distinguish-
ing itself from proprietary consumer-oriented 
products through its commitment to open-
ness and transparency.

Our ultimate aim is to harmonize APIs 
not only for LLMs but across the entire sci-
entific knowledge management ecosystem. 
This includes everything from extraction of 
information from text and images, through 
knowledge representation, to the application 
of this knowledge in decision-making, data 
analysis, hypothesis generation and scien-
tific communication. We focus on facilitating 
research tasks that are manual and repetitive, 
freeing up more time for creative thinking and 
complex reasoning4. To promote early collab-
oration, we follow a completely open-source 
development model. We have initiated pro-
jects to tackle challenges in research software 
support, knowledge management, publishing 

and large-scale drug discovery through the 
BioChatter consortium (Supplementary Note: 
The BioChatter Consortium).

In the future, generative AI models will be 
contrastively trained to synthesize informa-
tion from multiple relevant modalities, includ-
ing text, images, and molecular measurements 
such as genomics and transcriptomics2,12. 
This approach is expected to enhance their 
ability to aid in reasoning8,13. While some of 
our benchmarks already demonstrate the 
excellent capabilities of current-generation 
LLMs in extracting multimodal information 
from text and images (Supplementary Note: 
Benchmarking), research and applications 
in this area are still in their early stages. We 
are committed to updating BioChatter and 
its ecosystem to support new developments 
in the field. We encourage the community to 
engage with these advancements by request-
ing features, contributing code and sharing 
their research and applications.

Data availability
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doi.org/10.5281/zenodo.10777945).

Code availability
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DOI-indexed at Zenodo/OpenAIRE (https://
doi.org/10.5281/zenodo.10777945).
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