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Towards multimodal foundation models in 
molecular cell biology

Haotian Cui1,2,3, Alejandro Tejada-Lapuerta4,5, Maria Brbić6,7,8, Julio Saez-Rodriguez9,10, 
Simona Cristea11,12, Hani Goodarzi13,14, Mohammad Lotfollahi15,16, Fabian J. Theis4,5,17 ✉ & 
Bo Wang1,2,3,18 ✉

The rapid advent of high-throughput omics technologies has created an exponential 
growth in biological data, often outpacing our ability to derive molecular insights. 
Large-language models have shown a way out of this data deluge in natural language 
processing by integrating massive datasets into a joint model with manifold 
downstream use cases. Here we envision developing multimodal foundation models, 
pretrained on diverse omics datasets, including genomics, transcriptomics, 
epigenomics, proteomics, metabolomics and spatial profiling. These models are 
expected to exhibit unprecedented potential for characterizing the molecular  
states of cells across a broad continuum, thereby facilitating the creation of holistic 
maps of cells, genes and tissues. Context-specific transfer learning of the foundation 
models can empower diverse applications from novel cell-type recognition, 
biomarker discovery and gene regulation inference, to in silico perturbations.  
This new paradigm could launch an era of artificial intelligence-empowered analyses, 
one that promises to unravel the intricate complexities of molecular cell biology,  
to support experimental design and, more broadly, to profoundly extend our 
understanding of life sciences.

One central quest of molecular cell biology is to discover and represent 
the dynamic interactions and regulations among biological molecules: 
DNAs, RNAs, proteins and metabolites1,2. This comprehensive under-
standing will provide a foundation to capture, simulate and predict 
the dynamics of cell development and state changes. Efforts towards 
this quest have spanned decades and centred around the concepts of 
whole-cell modelling3–5 or virtual cell6–8. Historically, these models 
were built as amalgams of rule-based submodules or ordinal differen-
tial equations (ODEs), in which each submodule was used to simulate 
one biological process9. For instance, the first whole-cell model is a 
system of 28 ODEs to capture the cellular processes of Mycoplasma 
genitalium10. However, these approaches are often limited by the over-
simplification of dynamics and mathematical instability of ODEs9. As 
a result, existing virtual cell or whole-cell models are often limited to 
bacterial organisms and struggle to fully capture the complexity and 
scale of large non-linear interactions, especially in diverse contexts of 
tissues and cell states4,11.

Recently, new opportunities have been enabled by the joint break-
throughs of analytical technologies (for example, next-generation 
sequencing, single-cell sequencing, cryo-electron microscopy and 

mass spectrometry-based proteomics; Fig. 1a), and the advancement 
of data-driven computational methods in large-scale machine learn-
ing: (1) for the past decade, advanced high-throughput sequencing 
technologies have yielded a profound reservoir of knowledge spanning 
the central dogma of molecular biology, encompassing DNA, RNA and 
their resulting protein products (Fig. 1b). The pace of biological data 
generation through genomics, transcriptomics, proteomics and other 
high-throughput technologies continues to accelerate exponentially12. 
This burgeoning wealth of data holds immense promise for elucidating 
molecular functions and characteristics in both normal and pathologi-
cal states. Global consortia efforts, such as the Human Cell Atlas (HCA)13, 
the Human Biomolecular Atlas Program (HuBMAP)11 and the Human 
Tumor Atlas Network (HTAN)14, have accumulated vast amounts of data 
spanning millions of cells across heterogeneous conditions and data 
modalities at an unprecedented rate. In addition, massively parallel 
multi-omic measurements have recently enabled measuring two15–17 or 
even three different modalities in the same cells18,19, necessitating the 
need of modelling across multimodal data20. (2) Driven by the recent 
breakthrough of pretraining large machine learning models, compu-
tational approaches are anticipated to ingest, analyse and interpret a 
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wide array of biological data types or ‘modalities’ and to evolve with 
the growing vast amount of data.

Therefore, we envision building multimodal foundation models 
(MFMs) as a promising new approach with the potential to address 
this challenge. Specifically, the main strategy is to train models on the 
extensive data in a self-supervised manner across modalities, thereby 
acquiring fundamental knowledge and capabilities, an approach epito-
mized by the concept of a foundation model21. The model should thus 
be able to accept different input data modalities and solve different 
tasks such as characterizing cell states and gene functions in healthy 
and disease conditions, and predicting the dynamics of these states 
(details in the section ‘Opportunities of MFMs’).

In the coming sections, we delve deeper into the structure and 
capabilities of MFMs. The section ‘Overview of multimodal founda-
tion models’ expands on the idea of MFMs and their potential role in 
accelerating the ‘wet lab in the loop’, boosting the data generation 
and model building in feedback cycles. The section ‘Opportunities 
of MFMs’ explores the opportunities that these models present in 
areas such as tissue heterogeneity characterization, gene function 
prediction and in silico perturbation studies. The section ‘Towards 
building MFMs for molecular cell biology’ provides a description of 
the computational components and data requirements for build-
ing effective MFMs, and the section ‘Challenges and limitations’ 

sketches the challenges and limitations in their development and  
applications.

Overview of multimodal foundation models
The idea of foundation models
Foundation models are computational models of deep neural networks 
trained on expansive datasets with self-supervised learning methods,  
thus demonstrating strong capabilities for a wide array of down-
stream tasks via transfer learning21. In natural language processing, 
transformer-based22 foundation models, such as GPT23,24 and Llama25–27 
series, were trained on massive text corpora and can rapidly adapt 
to diverse downstream tasks via fine-tuning or in-context learning. 
Recently, the success of foundation models has also expanded to natu-
ral images28,29 and videos30, and gained cross-modal generation abili-
ties between language and images31. In the context of mole cular cell 
bio logy, foundation models offer a compelling approach to unifying 
our understanding of diverse biological processes. The key advan-
tage of biological foundation models lies in their ability to learn and 
represent the complex, interconnected nature of cellular systems. 
By training on diverse omics data, these models can uncover subtle 
patterns and relationships that may not be apparent in isolated experi-
ments or single-modality analyses, potentially revealing universal 
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Fig. 1 | Multimodal analytical technologies and their applications. a, Various 
analytical technologies provide rich and diverse data at single-cell resolution 
and with spatial profiling. b, Data from analytical methods can reveal multiple 
steps across the central dogma. Inline texts list common sequencing methods 
for multi-omics profiling. For a complete list of currently available methods, we 

direct readers to recent reviews57,125. Pol II, polymerase II; scRNA-seq, single-cell 
RNA sequencing; sgRNA, single guide RNA. c, Opportunities of important 
potential applications to reconstruct cellular dynamics. The arrows indicate 
that the underlying mechanism of these applications is connected, and solving 
one task using MFMs can contribute to other tasks.
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biological principles that might be obscured in more narrowly focused  
studies (Table 1).

Expected characteristics and architecture
MFMs should readily incorporate diverse data types (such as bulk and 
single-cell sequencing) with multiple modalities, including transcrip-
tomics, proteomics, metabolomics and epigenomics12. Specifically, 
the model should be pretrained in a unified self-supervised learning 
manner across modalities and then support varying biological analy-
sis via transfer learning: first, by pretraining on massive aggregated 
data collections across many encompassing conditions, cell states 
and time points, the model is geared towards learning informative 
representations capturing nuanced properties of genes, transcripts, 
proteins, pathways and other biological processes32,33. Next, transfer 
learning techniques, including fine-tuning and in-context learning 
(Supplementary Note 1), then specialize these molecular embeddings 
to apply to diverse prediction tasks, enabling applications such as 
temporal cell-state mapping34, novel cell-type characterization35,36 
and perturbation response prediction37–39 (Fig. 1c).

The core computational architecture for building foundation mod-
els has been centred around transformers22. The transformer model, 
with its internal attention mechanism, shows remarkable abilities for 
modelling the semantics of word and image tokens (see Supplementary 
Note 1 for definitions of transformer, attention and tokens), and has 
become the de facto standard in the largest machine learning mod-
els. Accordingly, we expect the ability of the attention mechanism to 
recapitulate interactions of biomolecules, making transformers the 
backbone for the proposed biology MFMs as well. Several pioneering 
studies have corroborated the adoption of transformers in life science. 
Landmark studies, such as AlphaFold2 (ref. 40) and RoseTTA fold41 for 
protein structure prediction, and ESM2 (ref. 42) and ESM3 (ref. 43) 
for novel protein generation, utilized the attention architecture to 
model protein structures and interactions of amino acids effectively. 
Enformer44 used transformer architecture to predict gene expression 
and chromatin states from DNA sequences. Transformer architecture 
has been recently adopted in single-cell genomics by scGPT45, Gen-
eFormer46 and scBERT47 to pretrain single-cell RNA sequencing data 
and learn cell and gene representations. These studies verified the 
potential capability of modelling various molecular interactions in 
biological systems using the transformer architecture.

Data-centric workflow with lab-in-the-loop
The potential of MFMs poses a workflow shift unfolding in molecular 
cell biology. Historically, biology has been guided by hypothesis-driven 
approaches: recognizing patterns, generating hypotheses, design-
ing experiments to challenge these hypotheses and refining theories 
based on the outcomes. Despite the long historical success of the 
hypothesis-driven approach, this approach is rather ‘discipline’ spe-
cific, for example, one studies cancer cells to understand cancer and 

studies cardiac cells to understand heart health (Fig. 2a, left). This 
implies a tacit assumption that knowledge in one context is rarely useful 
for another, which ignores the shared biochemical rules and molecular 
interactions among varying tissue and cell types.

Now, the advent of MFMs offers an opportunity to instead elevate a 
data-centric workflow, leveraging the pretraining process to capture 
and represent complex, non-linear biological rules in the vast model 
parameter space. Researchers start with large-scale, high-dimensional 
hypothesis-free data generation, followed by training a foundation 
model to integrate the data and extract underlying knowledge into 
biologically meaningful representations. Once the model can faithfully 
recapitulate the system (which can be verified by in silico reproducing 
experimental replicates), researchers can query the foundation model 
to extract valuable insights about the system and infer the underlying 
biological principles. This workflow is expected to enable accurate and 
fast modelling of biomolecular systems at unprecedented capacity and 
scale. This data-centric approach for molecular cell biology marks a 
departure from the prevalent hypothesis-driven workflow that seeks to 
derive conclusions solely from the study of specific contexts. Instead, 
the new approach operates on the premise that a shared foundational 
knowledge of biology exists, which can be leveraged across diverse 
contexts. Using the aforementioned example of cancer and cardio-
logy studies, now the data-centric approach is intrinsically transdis-
ciplinary; by training in large and diverse data at scale (for example, 
including cancerous and cardiac cells), the data-driven MFM workflow 
enables the acquisition of the foundational principles that rule cell 
behaviour (Fig. 2a).

In this new workflow, the foundation model facilitates a data-driven  
comprehension of biology through a process known as lab-in-the- 
loop48–50, in which an experimental and a computational laboratory 
iterate together, integrating experiments and computational simu-
lations to enhance the efficiency and accuracy of the experiments 
(Fig. 2b). Specifically, once a foundation model has been trained, it 
can be used to select an informative set of experiments to explore in 
the next round. For example, the model can predict drug efficacy on 
unseen cell lines, and then guide the forthcoming experiments to test 
on cell lines with high uncertainty (this will require the model to gen-
erate probabilistic output). The outcomes of these experiments are 
subsequently integrated into the training dataset of the model. Con-
sequently, after sufficient iterations, the foundation model contains 
a simulator of molecular cell biology, offering invaluable guidance for 
the orchestration of targeted experiments51–53.

Opportunities of MFMs
By assimilating diverse omics measurements, MFMs can develop 
holistic representations spanning the central dogma from genes to 
transcripts to proteins, elucidating the roles of specific genes, cell 
types and novel conditional gene interactions in dynamic contexts. 

Table 1 | Comparison between traditional machine learning models and MFMs for molecular cell biology

Key characteristics Traditional specialist machine  
learning models

MFMs Detailed in section

Pretraining No Yes, on data of varying contexts –

Applicability Limited to a subset of cell types and 
modalities; specialized in one task

Broad applicability across cell types and modalities; capable of  
handling diverse biological tasks such as cell state and gene function 
prediction, regulatory network reconstruction and in silico perturbation

Opportunities of 
MFMs

Learning paradigm Typically supervised learning with  
labels provided by human experts

Self-supervised learning, contrastive learning and cross-modal objectives 
allow for learning from unlabelled datasets

Towards building 
MFMs for 
molecular cell 
biologyOverfitting risk Prone to overfitting on small-scale  

collected datasets
Reduces overfitting risks by leveraging large-scale pretraining and 
generalizing well to smaller datasets via in-context learning

Generalization to 
unseen data and 
contexts

Often struggles with generalization  
to new data or unseen cell types,  
requiring extensive retraining

Capable of in-context learning, allowing it to generalize well to unseen 
cells, benefitting from shared knowledge of extensive pretraining across 
multiple contexts
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This section highlights important applications in which MFMs have 
particular potential.

Characterizing tissue heterogeneity
Recent advances in single-cell omics have enabled high-resolution dis-
section of cell subpopulations beyond classical surface markers, and 
researchers are actively developing techniques to unravel heterogene-
ity within complex tissues such as tumours. For instance, single-cell 
RNA sequencing has revealed transcriptional heterogeneity within 
glioblastomas associated with variable treatment response54. The 
epigenomic analysis further distinguished tumour subclones based 
on chromatin state indicative of different cells of origin55. Proteomic 
approaches have also parsed functional variability, with cytometry by 
time of flight identifying unique signalling states in cancer56. Integrating 
diverse measurements from the same cells can enable a more nuanced 
characterization of transitional states and lineages57,58.

MFMs offer unique opportunities to define the continuous nature 
of cell states, in contrast to existing methods that have mainly focused 
on discrete definitions. The power of this modelling would be to infer 
the past, future and response of a cell to internal or external stimuli. By 
learning coordinated embeddings, we expect MFMs to truly excel in 
their abilities to contextualize, compare and complete cellular states. 
(1) To contextualize cellular states, MFMs are adept at embedding cells 
within an expansive continuum by assimilating diverse omics corpora 
during training. Reference mapping has been pioneered in studies of 
Seurat (v4)58 and scArches59, in which cell types and other meta infor-
mation can be propagated from a rich context of cell atlases to new 
cells of interest. Now, in addition to discrete cell types, MFMs enable 
continuous cell-state description, which may recapitulate the position 
of a cell in the developmental tree or in disease progression. (2) To com-
pare cellular states, MFMs facilitate swift and robust integration across 
heterogenous single-cell measurements and across omics modalities 
assayed separately in the same cells. This could allow joint analysis 

of heterogeneous datasets and comparison of cellular states across 
healthy and disease conditions. (3) To complete cellular states, given 
incomplete observations, MFMs can generate missing modalities to 
reconstruct full cell profiles in silico. For example, metabolic labelling 
of RNA and protein can be used to measure dynamics in experimental 
models60–63, but it is not applicable in clinical samples. Now, by training 
on these experimental data and learning the cellular state dynamics, 
MFMs may help us to fill in missing modalities through their genera-
tive properties and predict the cell fates in clinical samples without 
metabolic labelling. This inherent capability helps to resolve tradi-
tional integration difficulties and utilize prior knowledge to tackle the 
multi-omics challenges of today.

Predicting gene functions and regulations
In biomarker discovery, learning unified patterns in massive heteroge-
neous disease datasets may reveal predictive multi-omics signatures 
involving specific gene modules, proteomic markers or metabolic 
profiles12. Recent works have demonstrated success in predicting gene 
functions from genome sequences alone64,65 and using models learning 
from cell atlases of single-cell RNA sequencing data46. Furthermore, 
adding multi-omics contexts such as chromatin accessibility and 
methyl ation could improve inferences58.

In addition to predicting gene functions, MFMs hold promise for 
reconstructing context-specific gene regulatory networks (GRNs). 
This promise is mainly driven by two observations: (1) the gene regu-
latory mechanism is inherently a process across multi-omics. Histori-
cally, GRNs have been predominantly compiled from experimentally 
validated regulatory events, as catalogued in various databases66,67, 
or inferred from gene co-expression analyses in bulk transcriptom-
ics data68,69. However, capturing complete regulatory mechanisms 
requires not only transcriptomics data but also other events along the 
central dogma, such as the DNA-binding events, alternative splicing 
of RNAs and post-translational protein modifications. Therefore, by 
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constantly update the MFM capability and the quality57,125 generated biology 
hypotheses.
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assimilating diverse omics data, multimodal models can potentially 
offer an integral and more accurate view70. For example, combining 
expression with chromatin accessibility can implicate influential regula-
tors by incorporating cis-regulatory elements71,72. (2) The gene regula-
tory mechanism is inherently context specific. Transcription factor 
binding is known to be a highly dynamic process specific to tissues 
and conditions70,73. MFMs can address this challenge by uncovering 
conditional gene networks specific to cell types, developmental stages 
and disease states. MFMs can be expected to learn a default regulatory 
network during the large-scale pretraining with diverse contexts of 
multi-omics data, and the model can be flexibly adapted via transfer 
learning to elucidate specific GRNs by interpreting learned embeddings 
under different contexts. Thus, MFMs may fill key gaps in deciphering 
conditional GRNs for understanding the dynamical biological systems.

We also highlight the promising directions of incorporating prior 
knowledge from existing GRNs into MFMs, and the application of 
learned molecular regulations to recapitulate developmental and 
temporal cell states better than existing approaches (Supplementary 
Note 2). The potential computation mechanism for incorporating prior 
knowledge is further discussed in the section ‘Desired computational 
components’.

In silico perturbation
MFMs trained on diverse omics data may predict the effects of hypo-
thetical genetic or chemical perturbations on cell states. Recently, 
models such as scGPT45, CellOracle74, Geneformer46, CellOT75, CPA38, 
chemcCPA76 and GEARS39 have shown initial success in perturbing 
learned cell embeddings to predict resulting expression profiles. Future 
developments can expand the applications beyond transcriptomics. By 
assimilating multi-omics measurements, MFMs can be more effective 
in perturbational modelling.

The in silico perturbation can be built on the abilities described in 
the aforementioned sections: MFMs can first construct complete cell 
representations by integrating gene expression, epigenetics and pro-
teomics. Conditioning these embeddings on different cell types and 
perturbing states would allow nuanced perturbation analysis. Incor-
porating spatial and temporal datasets provides additional opportuni-
ties to trace impacts across tissues and time points. Models can then 
leverage learned pathway knowledge and gene regulatory networks 
to predict coordinated downstream effects of perturbations beyond 
just transcription. Particularly with the growing data77,78 that combine 
single-cell sequencing and large-scale CRISPR perturbations, such as 
Perturb-seq79, MFMs can be trained to predict post-perturbational 
response conditioned on the original cell profile and individual pos-
sible perturbation conditions. Of note, the combinatorial space  
of possible genetic perturbations is exponential: there exist 2 − 1k   
distinct combinations for knockout experiments of k genes. Therefore, 
accurate in silico predictions of perturbation responses could greatly 
accelerate the understanding of gene regulations and the discovery 
of new treatments.

Towards building MFMs for molecular cell biology
To fulfil the potential applications previously described, multimodal 
foundation models for molecular cell biology should possess certain 
key technical properties. We outline design and technical considera-
tions to develop these capable foundation models.

Data for training MFMs
Pretraining versatile multimodal foundation models requires large and 
diverse multi-omics datasets spanning bulk sequencing, single-cell 
assays, spatial transcriptomics, chromatin accessibility and prot-
eomics. Several valuable multi-omics data repositories exist, such 
as HuBMAP, ENCODE, the International Human Epigenome Consor-
tium (IHEC) and the HCA11,13,80–82. However, current resources have 

limited paired measurements profiling the same cells or samples across 
modalities83. Paired data are generated by more recent sequencing 
protocols (such as 10X Multiome, single-cell cellular indexing of tran-
scriptomes and epitopes by sequencing (CITE-seq), and single-cell 
assay for transposase-accessible chromatin (ATAC) with select anti-
gen profiling by sequencing (ASAP-seq)) to capture different modali-
ties simultaneously. For illuminating processes spanning the central 
dogma, such paired data would perform an essential role as anchor 
points when integrating other samples. Cross-species datasets may 
also provide helpful evolutionary context84,85.

Single-cell sequencing data can particularly play a central part in 
training MFMs, due to the revealing of individual-level heterogeneity 
that would otherwise be missing in bulk experiments. Here we highlight 
the need for data generation and curation for future MFM training, and 
use the observation on single-cell data as an example. First, a growing 
trend of creating and sharing data has been observed in recent years. 
For instance, the number of cells in the CellxGENE86 service (an online 
collection containing data from HuBMAP and HCA, among others) has 
tripled in the past year, from around 30 million to 93 million. Founda-
tion models utilizing single-cell RNA sequencing data at the scale of tens 
of millions have already been developed45,46, and we anticipate that the 
volume of publicly accessible data will continue to expand. However, 
the core challenge arises with data modalities beyond RNA sequenc-
ing. For instance, CELLxGENE currently hosts only about 200,000 
cells of human single-cell ATAC-seq data (and 880,000 cells of mouse 
single-cell ATAC-seq data). Moving forwards, although single-cell RNA 
sequencing data may form the majority of the training data and provide 
backbone foundational knowledge, acquiring sufficient data that can 
encompass the tissue heterogeneity in each other modalities is equally 
critical. The generation of more comprehensive multimodal data will 
be instrumental in enriching the training datasets for MFMs.

Aggregating and curating data from a large number of studies is an 
equally important step. This includes straightforward efforts such as 
harmonizing meta labels across studies, and also non-trivial challenges 
such as unified quality control and normalization. Specifically, there is 
also the opportunity that MFMs also contribute to solving these issues 
themselves (Supplementary Note 3).

Desired computational components
Unified tokenization for multimodal data representation. Omics data 
bring about additional challenges in their diverse data types and differ-
ent molecular resolutions from single nucleotides to whole proteins. 
To address this challenge, a potential solution can be inspired by the 
general machine learning research field, constructing unified tokens 
(Supplementary Note 1) across diverse data types. Representing the 
basic semantic unit of various data (such as words in natural language, 
pixel patches in images and nucleotides in DNA sequences) into token 
embeddings in a shared vector space has emerged as an inspiring way 
in recent unified large language models (LLMs) for computer visions 
and human languages31,87. Although tokenizing single modalities can 
be straightforward (for example, the same byte-pair-encoding88 tok-
enization workflow has been used in OpenAI GPT series89, as well as 
in biological sequence modelling such as DNABERT64), the greater 
potential comes from unifying the token representations across moda-
lities. Specifically, this idea connects to the concept of ‘early fusion’90  
(Supplementary Note 1), which emphasizes integrating the multimodal 
representations at the earliest stage of modelling (that is, the token-
ization stage for transformer models). Molecular data are provided 
at vastly different resolutions, from single nucleotides (for example, 
the raw reads in next-generation sequencing) to whole proteins, and 
we envision tokenization techniques that can happen at multiple lev-
els. For example, there should be low-level tokens as summarization 
of nucleotide k-mers, medium-level tokens that cover longer motifs 
and high-level tokens at the resolution of whole genes (Fig. 3a). Tech-
niques such as subword tokenization can encode raw nucleotides 
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or amino acids into discrete vocabularies for modelling (this stra-
tegy has been used in the recent version of DNABERT-2 (ref. 65)),  
whereas higher-level tokens can represent genes or proteins45,46.

Hybrid multilevel attention. As mentioned above, molecular data nat-
urally exhibit structure at multiple scales, from individual base pairs to 
genes and pathways. To address this, hybrid transformer architectures 
with separate local (intramodal) and global (intermodal) self-attentions 
may effectively model interactions at each biologically relevant scale 
(Fig. 3b). Here intramodal attention stands for self-attention operations 
between tokens of the same level, such as the interactions that connect 
genes to genes, or nucleotides to nucleotides. Global attention refers 
to the inter-level operations that connect multilevel tokens, ideally 

generating an integral view of input data. Although multilevel atten-
tion has been applied in milestone studies in computer vision, such 
as SwinTransformer91 and MultiScale ViT92, similar ideas in biological 
foundation models are yet to be explored. Local attention mechanisms 
would understand relations within a specific modality, whereas the 
global attention mechanism would operate on a bigger scale, drawing 
connections between data modalities (gene–protein interactions, 
among others).

Intramodal and cross-modal training tasks with prompts. Models 
can be pretrained on unlabelled multi-omics data using objectives 
such as masked language modelling93 and next token generation but 
applied to biology data45,46. Self-supervised learning tasks can again be 
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real-number vectors computed in transformer models. Nx, N number of  
the attention blocks are stacked consecutively.
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categorized into intramodal and cross-modal types. The intramodal 
tasks optimize the modal to reconstruct unseen data, such as pre-
dicting randomly masked gene expression, imputing missing pro-
teomic values or predicting post-perturbation responses from the 
naive cell state. In addition to intramodal self-supervised learning, we 
highlight two other promising cross-modal directions: (1) contrastive 
self-supervision is a promising pretraining approach that has been used 
in recent vision and language models94–96, in which models are trained 
by maximizing the similarity difference between positive and nega-
tive pairs of input data. Analogously, MFMs can be trained by positive 
input pairs of different modalities’ data of the same cell. (2) Multiple 

cross-modality prediction tasks can be included in the training, and 
the model can be guided by special task tokens when performing cor-
responding tasks. For example, to perform mRNA to protein predic-
tion task, one can append task tokens ‘<mRNA>’ to ‘<protein>’ to the 
input data of mRNA sequencing profile and then train the model to 
output predictions of protein abundance. Moreover, this approach 
can extend to other tasks such as temporal predictions and perturba-
tion response predictions.

In addition, all the training tasks mentioned above can be unified 
in the same token generation framework controlled by a few prompt 
tokens (Fig. 4a). By learning a few prompt tokens, such as modality 
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mRNA expression
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These tasks can all be framed in a unified way of token generation, with 
different meta tokens of modality specification and task prompting.  
b, Potential challenges in building MFMs for molecular cell biology.
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specification, condition specification (for example, <t + 1>, <knock 
out>) and meta control (for example, <start generation>), we can 
greatly expand the model capabilities and ensure the maximum reusing 
of model parameters between tasks (Fig. 4a). In addition, training objec-
tives may not be limited to pure self-supervised learning. Informative 
meta information, such as age, gender and disease conditions, among 
others, is often paired with tissue samples. These can be readily used 
as supervised training signals, marking a unique characteristic of MFM 
training compared with LLMs in generic domains.

Integration of human knowledge. Integrating external knowledge 
such as pathways, gene ontologies, protein interaction networks and 
literature into pretraining can provide useful inductive biases for the 
otherwise purely data-driven models97.

We highlight two possible technique directions, in particular, for 
structured and unstructured knowledge, respectively. (1) For struc-
tured knowledge integration98, current biomedical databases repre-
sent structured interactions of biomolecules (for example, genes) in 
the form of knowledge graphs, and injecting these interaction priors 
into the attention mechanism in transformers can be a natural bridge 
connecting data-driven and human knowledge. For instance, given 
two genes that are annotated with related functions in databases (for 
example, Gene Ontology99 and Reactome100), gene embeddings can 
be learned via graph-embedding methods101,102. Next, these know-
ledge graph-inspired embeddings can be used as the initialization of 
gene token embeddings in MFMs, potentially boosting the pretraining 
process. Of note, although this workflow exemplifies the combina-
tion of knowledge graphs and MFM training via gene token initializa-
tion, similar approaches can naturally extend to other tokens. (2) For 
unstructured knowledge integration, the raw text in biomedical litera-
ture contains vast unstructured knowledge. Recent retrieval-based 
chatbots have succeeded in industrial and clinical applications103,104, in 
which existing unstructured text is represented as databases of vector 
embeddings with the help of current large-language models, such as 
recent BioGPT105 and Med-PaLM106. These knowledge embeddings can 
be appended to the input of MFMs, enabling the joint training of MFMs 
with both experimental data and literature knowledge representations. 
Recent work using ProLlama107 is an example of piloting such ideas, in 
which the authors introduced multitask training and instruction tuning 
for protein sequence data.

Challenges and limitations
Technical and regulatory challenges as well as limitations remain in 
the way towards broad use of molecular foundation models (Fig. 4b). 
Although these challenges for building MFMs for molecular cell biol-
ogy share several similar topics with foundation models in generic 
domains, we found that the specific requests and potential solutions 
are often unique for this domain. We emphasize several considera-
tions as follows.

Data and computing resources
Pretraining MFMs demands paired and aligned multi-omics datasets, 
ideally including spatial profiling and longitudinal samples. Although 
data of these kinds exist in global cell atlases, they are often lacking 
in sample numbers and scattered across studies. Therefore, global 
coordination across consortia would be essential for the development 
of data collection and versatile algorithms (Supplementary Note 4).

When building large-scale foundation models, great volumes of 
computing resources (for example, high-end GPUs) are usually uti-
lized for training and deployment. This limits the accessibility of MFMs 
and also increases electricity consumption. To address the challenge, 
low-resource techniques would be important for building environ-
mentally friendly artificial intelligence108, and also greatly expand the 
accessibility of MFMs for users. Currently, it is inspiring to see that 

open-source low-resource techniques have already drawn attention in 
the broad machine learning domain, with the development of esteemed 
tools from low-rank adaptation (LORA)109 to adapter-transformer110. 
These efforts may well be inherited to relieve the challenge of building 
biological MFMs.

Synthetic data hold potential as a complementary tool in training 
MFMs, especially in scenarios in which real data are scarce or incom-
plete (Supplementary Note 5). For instance, in molecular cell biology, 
data on paired modalities will specifically be needed to optimize the 
proposed cross-modal objectives. Such datasets are admittedly of 
limited volumes as mentioned in the section ‘Characterizing tissue 
heterogeneity’. Synthetic data can help to fill these gaps, allowing for 
more comprehensive and effective model training.

Rigorous evaluation methodology
Extensive evaluations of model utility and suitability are crucial for 
genuine progress. Diverse benchmarks on standardized datasets 
assessing distinct capabilities will be needed. Examples of such may 
include predicting cell types and specific development dynamics, 
generating pseudo-samples for specific diseases, in silico perturba-
tions and other abilities to provide biological insights. Of note, the 
tasks depicted in the section ‘Opportunities of MFMs’ can also be used 
to evaluate the essential abilities of MFMs. However, the evaluation 
metrics can be limited by the provided human annotation as ground 
truth. For example, cell-type annotations by human experts are cur-
rently widely based on marker genes or linear methods, potentially 
limiting the classifications of subtypes and rare cell types. When 
using these annotations as evaluations, models are favoured by high 
alignment (for example, by mutual information metric) between pre-
dicted cell clusters and human-labelled cell types111. This can penalize 
models when novel cell types or subclusters are recognized, and thus 
the evaluation metric can be exactly against the capability of MFMs 
for discovering new biological insights. Such a paradox can happen 
similarly when a model predicts new gene interactions or drug targets 
that were not originally in existing databases. This poses a unique chal-
lenge for biomolecular data analysis that human judgement and anno-
tations can be unfaithful. Therefore, we anticipate the development  
of more ‘objective’, human-agnostic metrics to improve the evalua-
tion process.

The assessment of MFMs needs to be conducted in a continuous and 
transparent manner. Open leaderboards and competitions on shared 
computing resources can enable rapid experimentation and innova-
tion. Efforts of such have been pioneered in the OpenProblems (https://
openproblems.bio) and DREAM112 challenges, which have hosted 
numerous competitions and open datasets to accelerate methods 
development from community efforts113,114. We anticipate that these 
endeavours will continue to grow in various aspects, including gener-
ating standardized training and benchmarking datasets, developing 
trustworthy evaluation metrics, and particularly expanding the scope 
and scale of multi-omics data.

Interpretability and hallucination risks
Despite the promising opportunities, there are unsolved limitations of 
MFMs that may even fall short of traditional machine learning models 
or rule-based systems. In particular, we highlight interpretability and 
hallucination risks.

Interpreting large deep learning networks is challenging in general. 
For molecular cell biology, MFMs can generate gene expression pro-
files, predict DNA mutations, identify epigenetic signatures of new 
cells and predict new cell types. Explaining why the expression of a 
particular gene is upregulated or justifying the accuracy of a predicted 
gene–gene network can be complex. Recent advancements such as 
Kolmogorov–Arnold networks115 show promise in extracting symbolic 
functions within gradient descent optimizations. These networks can 
be integrated with transformers to enhance the interpretability of 

https://openproblems.bio
https://openproblems.bio
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MFMs, providing clearer explanations for the predictions and deci-
sions of the model.

Hallucination, a substantial challenge and potential limitation for 
MFMs, originally refers to the generation of plausible but factually 
incorrect or nonsensical outputs116,117. Although the hallucination of 
biological foundation models has not yet been formally defined, we 
propose the following factuality requirements for MFMs: (1) the output 
of the model should be grounded by the training data. (2) The output 
should be consistent with the context. For instance, if the model is 
prompted to generate a CD4+ T cell, the generation should have such a 
gene profile signature. (3) When the model is not able to give accurate 
predictions or generations, it can admit so. Admittedly, satisfying these 
requirements can be challenging for MFM development, particularly 
the third requirement of self-identification. One potential direction to 
address hallucination involves implementing measures of uncertainty 
in model predictions118–120. By quantifying the uncertainty in model 
predictions, the model can be used to identify possible hallucinations 
and warn the uncertain cases.

Open science and ethical considerations
Pretrained models should be open and accessible with clear statements 
conveying capabilities, limitations and intended use cases. Transpar-
ency of foundation models is gaining surging importance. Recent 
efforts in natural language try to evaluate the accessibility and trans-
parency of LLMs in multiple important dimensions121, including data 
access, methods, usage policy, ethical risks and distribution fairness, 
among others. Similar assessment dimensions can also be valuable 
for biological foundation models. Overcoming these pressing chal-
lenges through collective efforts and research will be key to realizing 
the potential of MFMs.

Deploying multimodal models for biomedicine scenarios raises 
critical challenges. Models requiring large patient datasets warrant 
stringent safeguards for privacy, security and preventing unauthor-
ized access or harm from leaked data. Great effort is essential to ensure 
that datasets are inclusive and representative across populations to 
avoid marginalizing groups and prevent skewed model performance. 
Predictions must be carefully validated on clinical cohorts before use 
in patient care. It has been reported in the existing large natural lan-
guage models that great flexibility comes with a high probability of 
hallucination117,122. Similar concerns can happen for biological MFMs. 
For instance, when a doctor receives suggestions that recommend 
certain target therapies based on patient biopsy data, it is extremely 
important to guarantee the accuracy and interpret the rationale of 
the recommendation.

In addition, ensuring equitable access to models and data is crucial 
to fostering inclusivity in the field. We see the need for open-source and 
open-access infrastructures, and these will help to maintain a trans-
parent and forward-looking perspective in the field (Supplementary 
Note 6).

A future of collective innovation
The development of MFMs to integrate diverse omics data promises 
to revolutionize molecular biology by uncovering insights at unprec-
edented scale and resolution. Achieving this potential requires a col-
laborative effort among biologists, data scientists, artificial intelligence 
researchers and ethicists to generate high-quality data, refine models 
and ensure accessibility. Looking forwards, the integration of MFMs 
into medicine could drive innovations in areas such as personalized 
treatment, disease modelling and drug discovery. This mirrors the 
transformative role that cell atlases, such as the HCA, already have in 
medical research123,124. In essence, the future of molecular discovery 
will be nurtured by a vibrant, collaborative ecosystem with a shared 
vision, empowering the scientific community to solve some of the 
most pressing challenges in biology and medicine.
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