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 A B S T R A C T

Background and purpose: Conventionally, the contours annotated during magnetic resonance-guided radia-
tion therapy (MRgRT) planning are manually corrected during the RT fractions, which is a time-consuming 
task. Deep learning-based segmentation can be helpful, but the available patient-specific approaches require 
training at least one model per patient, which is computationally expensive. In this work, we introduced a 
novel framework that integrates fraction MR volumes and planning segmentation maps to generate robust 
fraction MR segmentations without the need for patient-specific retraining.
Materials and methods: The dataset included 69 patients (222 fraction MRs in total) treated with MRgRT for 
abdominal cancers with a 0.35 T MR-Linac, and annotations for eight clinically relevant abdominal structures 
(aorta, bowel, duodenum, left kidney, right kidney, liver, spinal canal and stomach). In the framework, we 
implemented two alternative models capable of generating patient-specific segmentations using the planning 
segmentation as prior information. The first one is a 3D UNet with dual-channel input (i.e. fraction MR and 
planning segmentation map) and the second one is a modified 3D UNet with double encoder for the same two 
inputs.
Results: On average, the two models with prior anatomical information outperformed the conventional 
population-based 3D UNet with an increase in Dice similarity coefficient > 4 %. In particular, the dual-channel 
input 3D UNet outperformed the one with double encoder, especially when the alignment between the two 
input channels is satisfactory.
Conclusion: The proposed workflow was able to generate accurate patient-specific segmentations while 
avoiding training one model per patient and allowing for a seamless integration into clinical practice.
1. Introduction

Linacs with an integrated magnetic resonance (MR) scanner (MR-
linacs) have recently enabled MR-guided radiation therapy (MRgRT), 
a type of online adaptive RT, which has superior imaging quality 
compared to conventional  cone-beam computed tomography-guided 
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RT and allows real-time monitoring of the patient motion [1–3].
Conventionally, manual segmentations (‘‘Segmentation-Planning’’: 

S-P) based on the planning MR (‘‘MR-Planning’’: MR-P) are used, 
together with the deformably registered planning CT (‘‘CT-Planning’’: 
CT-P), to generate the RT treatment plan (RT-TP). The RT-TP is then 
updated before each RT session to account for changes in the anatomy 
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and to reduce mistargeting of the RT. To do so, a fraction MR (‘‘MR-
Fraction’’: MR-Fx) is acquired and manually annotated (S-Fx). To re-
duce the workload of the manual annotation, MR-P is registered to 
MR-Fx, the same transformation is applied to S-P (S-P) and used as 
guideline for S-Fx. Despite using S-P, this is a time-consuming process, 
which can take up to ≈40% of the whole RT session [4].

The use of automatic segmentation algorithms based on deep learn-
ing (DL) would reduce the workload for the clinical team and the 
overall duration of the RT session [1]. However, most of these algo-
rithms would produce a segmentation purely based on MR-Fx without 
taking into consideration the valuable information stored in S-P.

The problem of propagating the contours from the planning imaging 
to the fraction imaging or from previous fractions to following ones 
have been addressed in multiple ways.

A first set of works are based on the training of one model for each 
individual patient using only one volume and implemented different 
strategies to increase the generalizability of the model. Both Fransson 
et al. [5] and Li et al. [6] trained a 2D segmentation model per patient 
using only slices coming from the first fraction MR. In the former work, 
the segmentation of the later fractions was generated by ensembling 
the predictions of the last three best training checkpoints to reduce the 
misclassification errors [5], whereas in the latter the model was then 
finetuned with all the available fractions (i.e. from 1 to N-1) before 
segmenting fraction N [6]. Jeong et al. [7] trained a patient-specific 
(PS) segmentation model with one CT volume and tested on a second 
CT acquired at a later time point. As augmentation technique they 
generated 10 deformed CTs using Voxelmorph that were included in 
the training set.

Another set of work focused on finetuning population-based models 
to generate PS models. Chen et al. [8] first trained a population-based 
model with multi-patient first fraction MRs and then finetuned with the 
same strategy employed by Li et al. [6]. Similarly, Kawula et al. [9,10] 
used multi-patient planning MRs to train a population-based 3D UNet 
and then finetuned it using the planning MR of one specific patient, 
who was not included in the training set of the population-based 
model to generate a patient-specific UNet able to accurately segment 
the following fraction MRs of that specific patient. In both cases the 
finetuned PS models were shown to outperform the population-based 
model.

In general, the PS finetuning of baseline models, either population-
based [8–10] or trained on a single volume [6], seems to be more 
robust than using models simply trained on one single volume without 
finetuning [5,7]. However, these works require the training of one 
model per patient, making them more difficult to use in clinical practice 
due to the larger computation resources and increased time required.

In this work, we present two DL-based approaches for models 
able to perform personalized segmentation taking advantage of prior 
anatomical information and without the need of having single PS 
models. Inspired by multi-modal image data fusion in segmentation 
tasks [11,12], our proposed approaches fuse the information of the 
fraction MR and the planning segmentation map to robustly predict the 
label map of the fraction MR.

2. Material and methods

We present a novel framework with two alternative models for PS 
multi-organ segmentation on MR-Fx: the first employs a nnUNet with 
dual-channel input (below referred to as ‘nnUNet-DC’), and the second 
one employs a modified nnUNet with double encoder (nnUNet-DE). 
They take as input MR-Fx and S-P and extract relevant features from 
S-P to generate a more precise S-Fx. As baseline we used the default 
nnUNet set-up [13] (nnUNet).

All the approaches are in 3D and perform multi-organ segmentation 
of 8 abdominal regions of interest (ROIs) (see Section 2.1).
2 
Table 1
Details of datasets: of the 𝑃 patients included in the datasets (i.e. 𝑃 = 46 in 
train/validation and 𝑃 = 23 in test set), 𝐹𝑖 of them fulfilled the inclusion requirements 
for MR-Fx 𝑖 (i.e. the manual annotation of the 8 ROIs was available) and were included 
in the dataset (e.g. 𝐹1 = 44 in the train/validation set). Therefore, the total number of 
volumes is given by the ∑5

𝑖=1 𝐹𝑖.

 Train/Validation Test 
 Total patients 46 23  
 Fx 1 44 22  
 Fx 2 – 21  
 Fx 3 38 22  
 Fx 4 – 22  
 Fx 5 32 21  
 Total volumes 114 108 

2.1. Dataset

The datasets consisted of 178 patients undergoing MRgRT for the 
treatment of various types of cancers in the abdomen at the LMU 
University Hospital (Munich, Germany) between January 2020 and 
November 2022. Informed written consent was obtained from all pa-
tients (LMU: ethics project number 20–291). A 0.35 𝑇  MR-Linac (MRId-
ian, ViewRay Inc, Cleveland, Ohio) was used to acquire MR volumes 
with a balanced steady-state free precession (bSSFP) sequence result-
ing in a T2∗/T1 contrast. Each patient received between 1 and 20 
RT fractions, and all the fractions were manually annotated by the 
clinical team during the RT session. The single-organ annotations were 
subsequently exported as point clouds and transformed into binary 
label maps using plastimatch. Finally, the single-organ annotations 
were merged into multi-organ volumetric label maps, in which each 
structure was assigned to an integer from 0 to 𝑁 (where the background 
corresponds to label 0).

The training set was composed by MR-P, MR-Fx1, MR-Fx3 and MR-
Fx5. Similarly, the test set included MR-P, MR-Fx1, MR-Fx2, MR-Fx3 
MR-Fx4 and MR-Fx5. Patients with one or more missing MR-Fx among 
the required ones were included. Patients without MR-P (10 in total) 
or without MR-Fx (12 in total) were excluded. We considered as ROIs 8 
structures that are clinically relevant in the treatment of various types 
of abdominal cancers and therefore whose annotations are abundant 
in the clinical data, namely: aorta, bowel, duodenum, kidney, right 
kidney, liver, spinal canal and stomach. We included in the dataset 
only MR-Fx in which the ground truth of all 8 ROIs were available. 
Patients with missing ground truth annotations in MR-P were excluded. 
The final training set consisted of 46 patients and 114 volumes, whereas 
in the test set there were 23 patients and 108 volumes (see Table  1).

The volumes in the training and test sets had variable voxel size 
(with the smallest being 1.49 × 1.49 × 3 mm and the largest 1.63 × 1.63
× 3 mm) and volume sizes (e.g 234 × 234 × 144, 266 × 266 × 144, 276
× 276 × 80, 360 × 310 × 144 voxels). Further details about the data 
preprocessing can be found in Section 2.6.

2.2. Preliminary registration

The proposed methods make use of S-P as additional input. Similarly 
to the current clinical workflow, we ensured that S-P was registered 
to MR-Fx before feeding the inputs to the models. To do so, we first 
harmonized the spacing and the volume size, by resampling and zero-
padding MR-P and S-P to match the spacing and the volume size of 
MR-Fx and S-Fx. After this, we rigidly registered MR-P to MR-Fx using
SimpleITK, with the Normalized Cross Correlation as optimization 
metric. The transformation was then applied to S-P, thus generating 
S-P, to bring it in the same coordinate space as MR-Fx.
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Fig. 1. Graphical representations of the architectures employed in this work. In the dashed boxes, the modifications to the baseline nnUNet architecture are specified: in the case 
of nnUNet-DC the input is dual-channel with MR-Fx and S-P, whereas for nnUNet-DE, the first encoder MR processes MR-Fx and the second one S is used to process S-P. For 
the sake of simplicity, only the kidneys are showed in the workflow.
2.3. nnUNet

For the baseline, we used the default 3D UNet [14] architecture1 
proposed by nnUNet [13], with an encoder ()-decoder () structure 
and skip-connections. The input of this architecture is MR-Fx and 
the output is the segmentation of the 8 above-mentioned ROIs. The 
architecture has 6 stages with 32, 64, 128, 256, 320, 320 feature maps 
per stage, respectively. A 3 × 3 × 3 kernel is used with stride of size [2, 
2, 2] (with the exception of the first and last stages, where the strides 
are [1, 1, 1] and [1, 2, 2], respectively).

2.4. nnUNet with dual-channel input (nnUNet-DC)

The first of the proposed methods used the same architecture as 
nnUNet. The only difference is the input, which, in this case, is a dual-
channel tensor with the first channel being MR-Fx and the second one 
S-P.

2.5. nnUNet with double encoder (nnUNet-DE)

The backbone of the architecture of nnUNet-DE is nnUNet, therefore 
it was possible to use the same dynamically configurable architecture 
as for nnUNet and nnUNet-DC (see Section 2.3), which ensured the 
comparability of the three methods.

The architecture of nnUNet-DE is based on CloverNet [15], which 
consists in a 3D UNet, with encoder MR, decoder  and an additional 
encoder S, (see Fig.  1). The architecture of S and MR is exactly the 
same as  in nnUNet and nnUNet-DC. Similarly, the decoder  of the 
three architectures is the same. The input of MR is MR-Fx, hence the 
subscript ‘‘MR’’, and the input of S is S-P, hence the subscript ‘‘S’’. 
The output is the multi-organ label map.

The latent space of S is concatenated to the latent space of MR, 
fed to the bottleneck and afterwards to one common decoder . Due to 
the feature concatenation, the convolutional layer in the bottleneck of 
nnUNet-DE receives as input 640 feature maps (as opposed to the 320 
in nnUNet) and returns 320 (same as in nnUNet). The skip connections, 
implemented via convolutions, are present only between MR and , as 
in the conventional UNet [13].

1 The default version of 3D UNet in the nnUNet framework at the time 
of the development of this work was the one without the Residual Encoder 
preset.
3 
2.6. Training set-up

The three approaches were implemented in the widely adopted 
nnUNet framework [13], using the automatic nnUNet fingerprinting, 
network definition and training settings (see Table S1 in the Supple-
mentary Material). The networks were trained with deep supervision 
for 1000 epochs, with an initial learning rate of 0.01, which decreased 
with the poly learning rate schedule [16], a combination of Dice Loss 
and Cross Entropy as loss function and the manual segmentation as 
ground truth, as proposed by the nnUNet framework. Similarly, the 
default nnUNet preprocessing (see Table S1) and data augmentation 
(including rotations, scaling, Gaussian noise, Gaussian blur, bright-
ness, contrast, simulation of low resolution, gamma correction and 
mirroring) were applied.

Considering the 114 volumes in the train/validation set, they were 
split in 5 folds to perform cross-validation. To avoid data leakage 
between training and validation set, the default nnUNet random gen-
eration of the folds was not used. Instead, all the MR-Fx volumes 
belonging to one patient were manually assigned to one specific fold. 
As reported in Table  1, not all the patients in the train/validation set 
had all the fractions among MR-Fx1, MR-Fx3 and MR-Fx5, therefore 
the size of the validation set was variable across the folds (∈ [19, 25]).

At inference, one prediction per training fold was generated using a 
sliding window approach (with a window size equal to the size of the 
training patches), the final S-Fx was generated by averaging softmax 
probabilities generated by the 5 models (i.e. one per fold) and the 
default largest connected component postprocessing was applied.

2.7. Metrics

As evaluation metrics, we compared the predictions with the clini-
cally used contours using the Dice similarity coefficient (DSC [%]), the 
95th percentile Hausdorff distance (HD95 [mm]), and the normalized 
surface Dice (NSD [%], with thresholds set to 1 voxel), as implemented 
in the monai package.

The statistical significance of the difference between the approaches 
presented above per metric per organ was reported using the 𝑝-value2 
computed using the Wilcoxon signed-rank test, as implemented in the
scipy package.

2 A p-value ≤ 0.05 indicates that the difference between the metrics 
reported by the two methods is statistically significant.
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3. Results

The naive propagation of the contours of S-P to MR-Fx resulted in 
a median DSC over all the ROIs (DSCROI) in the test dataset of 28% 
before the rigid registration (RR), whereas after the RR the DSCROI was 
75%. The best alignment was found in terms of DSC in the kidneys 
and the liver (DSC > 83%), in terms of NSD and HD95 in aorta and 
spinal canal (NSD > 65%, HD95 = 5.1 mm). In terms of DSC, the worst 
was the duodenum (DSC = 56%) and, the bowel and stomach were the 
worst in terms of NSD and HD95 (NSD < 36%, HD95 > 12.5 mm). The 
quantitative analysis is reported in Table  2.

The nnUNet outperformed the RR with DSCROI = 81% and NDSROI

= 70%, but achieved only HDROI95 = 7.8 mm.
Both nnUNet-DC and nnUNet-DE outperformed the nnUNet with 

an increase in DSCROI and NSDROI > 4%, and a decrease in HDROI95
> 2.5 mm. The difference between the performance of nnUNet and 
nnUNet-DC is significant (p < 0.05) for all the organs and all the 
metrics, excluding the DSC and HD95 of bowel. A similar behavior 
was observed for nnUNet-DE (see Table  2 for the details on statistical 
significance).

The largest improvement between nnUNet and nnUNet-DC was 
observed for aorta, bowel and spinal canal (≈9% in DSC and >9% 
in NSD). In terms of HD95, the largest improvement was in the aorta 
(≈8 mm HD95).

On average, the performance of nnUNet-DE was worse than nnUNet-
DC. Only in the case of the stomach, the DSC of nnUNet-DE was sightly 
better than the one of nnUNet-DC. On the other hand, nnUNet-DE 
performs better or comparable to nnUNet in all the ROIs.

The performance of nnUNet, nnUNet-DC and nnUNet-DE was simi-
lar for kidneys, liver and stomach with ≈1% DSC difference across the 
methods. A visual representation of the results is reported in Fig.  2.

The training was performed on a NVIDIA Quadro RTX 8000 GPU 
and took < 20 h for nnUNet and nnUNet-DC and ≈26 h for nnUNet-
DE per fold. The difference in training time was expected given the 
different number of parameters of the architectures (≈30.8 million 
parameters in nnUNet and nnUNet-DC, and ≈56.2 million parameters 
in nnUNet-DE). It should be noted that the number of parameters is 
specific for the dataset presented above, as the three architectures 
considered in this work are dynamically built by the nnUNet framework 
depending on the characteristics of the dataset (e.g. spacing and image 
shape). At inference, the prediction of one volume took ≈30 s for 
nnUNet and nnUNet-DC and ≈47 s for nnUNet-DE.

4. Discussion

We implemented two different approaches which include the S-
P in the learning process for the segmentation of MR-Fx and proved 
their efficacy on 8 clinically relevant ROIs in the abdominal region. 
In the first approach, we employed a nnUNet with dual-channel input 
(nnUNet-DC) and in the second one we used a modified nnUNet with 
an additional encoder (nnUNet-DE). We showed that, in general, the 
best way to introduce S-P is simply to add it as an additional channel 
to the encoder, after rigidly registering it to MR-Fx. In this way, S-P 
guides the segmentation of MR-Fx by focusing it on the correct areas.

Conventional population-based approaches for DL-based segmenta-
tion of different abdominal structures in multi-sequence MR datasets
[17–21] reported results comparable to our nnUNet ones. Small dif-
ferences in the metrics can be attributed to the different training set 
characteristics, such as number of samples and MR sequences, as well 
as the definition of the ROIs.

All the models presented in this work returned comparatively large 
interquartile ranges, which were on average smaller for nnUNet-DC and 
nnUNet-DE with respect to the baseline. Moreover, in few cases some 
segmentations resulted in DSC and NDS equal to zero (see Table  2). 
Both these aspects can be explained by the quality of the ground-truth 
4 
Table 2
Evaluation with median and (interquartile range) of the presented approaches on the 
test set. The best metrics per organ are reported in bold. The statistical significance of 
nnUNet-DC and nnUNet-DE against nnUNet computed using the Wilcoxon signed-rank 
test (∗: p-value ≤ 0.05, ∗∗: p-value ≤ 0.001) per organ is also reported.
 After RR nnUNet nnUNet-DC nnUNet-DE  
 DSC [%] DSC [%] DSC [%] DSC [%]  
 NSD [%] NSD [%] NSD [%] NSD [%]  
 HD95 [mm] HD95 [mm] HD95 [mm] HD95 [mm]  
 Aorta 80 (10) 78 (11) 87 (5) ∗∗ 85 (7)  
 65 (24) 72 (12) 85 (11) ∗∗ 82 (13)  
 5.1 (2.7) 13.2 (15.5) 4.8 (3.0) ∗ 5.0 (5.4) ∗  
 Bowel 69 (10) 72 (14) 82 (9) 80 (8)  
 35 (9) 44 (14) 53 (12) ∗∗ 52 (10)  
 15.0 (7.3) 19.9 (11.5) 14.6 (7.7) 16.1 (9.9)  
 Duodenum 56 (22) 66 (20) 72 (16) ∗∗ 67 (20)  
 41 (18) 56 (25) 62 (22) ∗∗ 58 (25)  
 9.5 (6.2) 16.0 (10.7) 10.4 (12.1) ∗ 14.3 (12.5)  
 Kidney left 83 (12) 93 (5) 94 (4) ∗∗ 93 (5) ∗  
 50 (30) 85 (17) 89 (17) ∗∗ 85 (17) ∗  
 5.8 (2.9) 5.3 (4.7) 3.7 (3.5) ∗∗ 5.1 (4.0)  
 Kidney right 83 (10) 92 (7) 93 (7) ∗∗ 92 (7)  
 51 (32) 82 (21) 86 (17) ∗∗ 82 (21)  
 5.4 (2.3) 7.1 (4.3) 4.5 (4.0) ∗∗ 6.9 (3.8)  
 Liver 89 (5) 93 (3) 95 (3) ∗∗ 94 (2) ∗∗  
 48 (24) 70 (13) 78 (15) ∗∗ 74 (14) ∗∗  
 9.6 (6.1) 10.9 (10.9) 9.7 (9.5) ∗∗ 10.2 (10.6) ∗ 
 Spinal canal 75 (17) 79 (7) 88 (6) ∗∗ 85 (5) ∗  
 67 (32) 77 (10) 90 (7) ∗∗ 86 (8) ∗  
 5.1 (3.6) 10.7 (7.7) 4.5 (3.0) ∗∗ 5.0 (3.5)  
 Stomach 67 (15) 88 (7) 89 (9) ∗∗ 89 (6) ∗∗  
 36 (18) 77 (16) 80 (19) ∗∗ 79 (15) ∗∗  
 12.5 (9.0) 10.1 (8.5) 8.4 (7.9) ∗∗ 9.1 (7.1)  
 Average 75 (8) 81 (7) 86 (5) 85 (6)  
 50 (15) 70 (9) 77 (9) 74 (8)  
 5.3 (2.0) 7.8 (4.4) 3.9 (2.0) 5.1 (2.3)  

segmentations in the dataset, which were acquired directly from the 
clinical workflow. Indeed, during RT, the annotation focuses on the 
relevant structures close to the tumor and is less accurate in the non-
critical regions further from the tumor. An example can be seen in Fig. 
3 (bottom).

In general, we observed that for ROIs in which the nnUNet was al-
ready >85% DSC (namely kidneys, liver and stomach), the contribution 
of S-P was limited. In all the other cases, the improvement when using 
nnUNet-DC was statistically significant in at least one of the metrics 
that we reported.

Most of the works on PS segmentation on the pelvic region [5,7,8] 
making the comparison with our proposed approach difficult. The 
proposed model of Li et al. [6] (namely, a single-patient model trained 
on MR-Fx1 and finetuned on MR-Fx2 to MR-Fx4 and tested on MR-Fx5) 
for the segmentation of various structures in abdominal, thoracic and 
pelvic regions returned better results than our proposed nnUNet-DC, 
both in terms of DSC and HD95. However, they used T2-weighted MR 
and only evaluated their results in 6 patients. This could also explain 
their small standard deviations (≈1% in DSC and >4 mm in HD95). 
Moreover, the label maps they used were generated by consensus of 
three senior radiation oncologists, with a final revision by physician 
director. It is therefore reasonable to assume that the quality of their 
annotation was higher than ours.

Kawula et al. initially applied their methodology to the pelvic re-
gion [9,10], but now are extending their analysis to the abdomen [22]. 
We extracted a subset of the test set presented above in order to have 
an additional test set that matched to the one used in their latest work, 
including only MR-P and MR-Fx5 of patients with all fractions from MR-
Fx1 to MR-Fx5, for a total of 19 patients (two patients were excluded 
due to missing annotations). Their population-based model, trained on 
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Fig. 2. Boxplot visualization of the metrics on the test set: DSC (top), NSD (mid) and HD95 (bottom). To improve the visualization of HD95, some outliers ∈ [120, 140] mm were 
removed. The box extends from the first quartile (Q1 — 25th percentile) to the third quartile (Q3 — 75th percentile) of the data, with a line at the median. The whiskers extend 
from the box to Q3 — 1.5 IRQ and to Q1 + 1.5 IQR, where IQR = Q3 — Q1.
MR-P, was finetuned on MR-P and on MR-Fx1 to MR-Fx4 of one specific 
patient who was not included in the training set of the population-based 
model, and tested on MR-Fx5. The performance was similar, but slightly 
better than nnUNet-DC, with an absolute difference of DSC ≈2% in all 
the ROIs (excluding the duodenum, where the absolute difference was 
DSC ≈6%).

Similarly to the clinical workflow, both proposed methods include 
an initial rigid registration step. We analyzed its impact by generating 
an additional test set, with the same patients and fractions as the test 
set described in Table  1, but without applying the rigid registration. In 
general, Fig.  4 illustrates that the majority of organs with bad initial 
alignment (DSC < 60%) resulted in not satisfactory prediction (DSC <
60%) when nnUNet-DC was used.

Specifically, nnUNet-DC (DSCROI = 86%) was slightly superior to 
nnUNet-DE (DSCROI = 85%) when using the registration, and both 
nnUNet-DC and nnUNet-DE outperformed the nnUNet (DSCROI = 81%). 
However, when no registration was applied, the performance of
nnUNet-DC dropped to DSCROI = 63%. Interestingly, for nnUNet-DE 
the drop was much smaller, being ≈5% in DSCROI, with DSCROI =
80%. In this case, the performance of nnUNet-DE is slightly superior 
to nnUNet for aorta, bowel and stomach, whereas for the other organs 
both performed similarly. Similar behaviors were observed for HD95
and NSD (see Table S2).
5 
We hypothesize that, when MR-Fx and S-P are misaligned, the 
additional encoder S of nnUNet-DE is able to extract more space 
invariant features compared to the encoder with dual-channel input 
of nnUNet-DC. This results in better performance for nnUNet-DE when 
the initial alignment is bad because the information of MR-Fx and S-
P are combined in latent space, after the relevant features of each 
ones have been extracted separately. On the other hand, when the 
initial alignment is good, nnUNet-DC performs slightly better because 
it can match well the information stored in the two input channels by 
processing them together from the beginning.

Although nnUNet-DC and nnUNet-DE were slightly inferior to Li 
et al. [6] and Kawula et al. [9,10,22], they have higher clinical ap-
plicability because they require only one training phase, and the same 
model can be applied to multiple patients without the need of time- 
and memory-consuming PS finetuning.

To summarize, the proposed pipeline can be implemented with 
two alternative architectures and is a clinically integrated solution 
that incorporates PS data into radiation therapy using existing MRgRT 
workflows. It enhances personalized segmentation outcomes without 
disrupting clinical practice, allowing clinicians to speed up treatment 
planning and improve patient care without added complexity.
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Fig. 3. Visual representation of the prediction of the three approaches. From left to right: MR-Fx with corresponding ground truth annotation (S-Fx) in color and planning 
annotation after RR (S-P) in white (dotted); MR-Fx with corresponding predicted segmentation (𝑆-Fx) as generated by nnUNet; MR-Fx with corresponding 𝑆-Fx as generated by 
nnUNet-DC; MR-Fx with corresponding 𝑆-Fx as generated by nnUNet-DE. The ROIs are contoured in the following way: aorta — red; bowel — orange; right kidney — blue; left 
kidney — cyan; liver — green; stomach: purple. The average DSC of all the ROIs (DSCROI) is included.
Top and mid: coronal slices of two of the best performing samples.
Bottom: coronal slices of one sample with wrong S-Fx (see right kidney in blue) and failed RR. For the sake of clarity, only the kidneys are visualized. While the computation of 
the metrics is problematic because of the wrong S-Fx for all the approaches, the visual results are satisfactory for nnUNet and nnUNet-DE. For nnUNet-DC, the failed RR is the 
culprit behind the bad visual results. For a more detailed visualization of MR-Fx and S-Fx, please refer to Figure S1 in the Supplementary Material.  (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Comparison of the initial DSC between the ground truth label map (S-Fx) and the planning label map (S-P), and the DSC between S-Fx and the predicted label map 
(Ŝ-Fx). Each point/cross corresponds to one organ of one patient, the mean per bin (of size 10) is reported with the dashed line and the shadowed area represents ± one standard 
deviation from the mean. The black arrows point at regions in which the means of nnUNet-DC and nnUNet-DE are far apart (i.e. when the initial DSC is low) and when the means 
are close (i.e. when the initial DSC is high).
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