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Abstract: We report on a novel hand-held imaging probe for real-time 
optoacoustic visualization of deep tissues in three dimensions. The system 
incorporates an annular two-dimensional array of ultrasonic sensors densely 
distributed on a spherical surface. Simultaneous recording and processing of 
time-resolved data from all the channels enables acquisition of entire 
volumetric data sets for each illumination laser pulse. The proposed solution 
utilizes a transparent membrane in order to allow efficient coupling of 
optoacoustically generated waves to the ultrasonic detectors while avoiding 
direct contact of the imaged object with the coupling medium. The hand-
held approach further allows convenient handling of both pre-clinical 
experiments as well as clinical measurements in human subjects. Here we 
demonstrate an imaging speed of 10 volumetric frames per second with 
spatial resolution down to 200 micrometers in the imaged region while also 
achieving imaging depth of more than 1.5 cm in living tissues without 
signal averaging. 
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1. Introduction 

Optical imaging has proven to be the most versatile tool for probing function at the cellular 
and molecular level, mainly due to the highly specific contrast provided by interaction of 
photons with tissues [1–3]. The main limitation of the optical spectrum is light diffusion, 
which strongly limits the achievable resolution at depths beyond several hundred microns [4]. 
Thereby, the resolution of optical techniques in deep tissues typically scales as ~1/10 of the 
imaging depth [5]. Such resolution limitation can be efficiently overcome by means of 
optoacoustic excitation, which utilizes absorption of short-pulsed optical illumination in order 
to generate ultrasonic responses. In this way, optoacoustic techniques are able to achieve 
spatial resolution in the range of 1/200 of the imaging depth [6], resulting in a unique 
combination of rich contrast provided by excitation at optical wavelengths and high resolution 
imaging performance deep in scattering tissues [7,8]. By combining illumination at multiple 
wavelengths, multispectral optoacoustic tomography (MSOT) is further able to spectrally 



identify functional parameters, such as blood oxygenation [9,10], as well as track distribution 
of extrinsically-administered molecular contrast agents targeted to specific disease hallmarks 
[11,12]. To this end, optoacoustics has indeed defined several important new application areas 
in small animal research [10,13–15] and is currently explored for selected clinical imaging 
applications [16–18]. 

Yet, the currently available optoacoustic systems are not suitable for fast and accurate 
deep tissue imaging in realistic clinical scenarios using hand-held operation. In general, 
performance of any optoacoustic imaging system would depend upon the particular 
arrangement of the illumination and ultrasonic detection setups, so that the advantages and 
disadvantages for a certain application are determined by the shaping of the illumination beam 
as well as the number, type, detection area and scanning positions of the ultrasonic detectors 
employed. It has been long recognized that the most efficient implementation of optoacoustic 
imaging implies simultaneous collection of time-resolved optoacoustic signals in three 
dimensions from as many locations (projections) around the imaged object as possible, thus 
avoiding limited-view effects [19]. Thereby, attempts to achieve high fidelity imaging were 
based on rotating (scanning) a set of transducers around a stationary object so that signals at a 
large number of locations are acquired for optimal tomographic reconstruction [20]. Since the 
acquired optoacoustic responses are generally low, scanning-based optoacoustic imaging 
systems have resulted in prolonged acquisition times [21–23], hindering hand-held operation 
and imaging of fast dynamic processes. In addition, motion artifacts in the imaged object 
during the scanning procedure due to e.g. breathing, heart beating and other factors would 
further deteriorate spatial resolution and quantitativeness of the retrieved images. More recent 
volumetric optoacoustic imaging approach employed no scanning [24], however, was also not 
intended for hand-held use. 

Alternatively, hand-held optoacoustic imaging probes have been proposed based on 
incorporating an illumination set-up into the standard ultrasonic linear arrays [25–27]. Due to 
the linear array geometry, the images retrieved with such probes correspond to cross-sections 
along the depth direction. Such arrangement however may not be suitable to clearly identify 
long structures distributing in parallel to the object’s surface (skin), such as vasculature. 
Furthermore, reconstruction is done by assuming that all signals are generated in the imaging 
plane. Such inaccurate hypothesis generally results in creation of out-of-plane artefacts [28] as 
well as anisotropic resolution if a large volume is imaged by scanning. These reconstruction 
inaccuracies may consequently severely affect the quantification performance, commonly 
required in functional and molecular imaging applications involving absolute measurement of 
e.g. oxygenation levels or concentrations of contrast agents [9,10,12,29]. In addition, for 
piezo-electric detection elements, the effective angular coverage of planar arrays is affected 
by the frequency-dependent sensitivity field of its individual elements. As a result, the 
individual elements mainly detect waves excited along the normal to their surface, i.e. the 
generated optoacoustic signals are only collected from locations covering a very limited solid 
angle around each imaged point. Thus, the reconstructions are strongly affected by limited 
view effects with consequent severe deterioration of tomographic image quality and image 
quantification ability. 

The proposed solution utilizes a hand-held design approach, in which a two-dimensional 
array of ultrasonic detectors is arranged on a spherical surface. In this way, the individual 
elements can most efficiently collect signals generated in the region of interest located around 
the centre of the sphere. Since many imaging scenarios, such as imaging of large areas of 
human body, do not allow full tomographic access to the imaged area from all directions, this 
particular arrangement is particularly advantageous for optoacoustic imaging as the generated 
signals are optimally collected from as broad as possible range of angles (projections) around 
the imaged area located inside the living subject. Here we assess the basic imaging 
performance metrics of the newly introduced probe design and evaluate its capacity for 
dynamic (real-time) three-dimensional visualization at depths in the order of centimeters in 
highly scattering and absorbing tissues. 



2. Materials and methods 

2.1. The deep tissue imaging probe 

The geometry of the custom-made three-dimensional imaging probe (Imasonic SaS, Voray, 
France) is depicted in Figs. 1(a)-1(b) with its actual photograph shown in Fig. 1(f). The 
transducer array consists of 256 ultrasonic elements, manufactured using piezocomposite 
technology and disposed on a spherical surface covering an angle of 90º (solid angle of 2π[1-
cos(π/4)]) as shown in Fig. 1(a). The active detection aperture includes a circular opening in 
the centre with a diameter of 8 mm for optical illumination. Figure 1(c) showcases the 
frequency response of the individual array elements having a central frequency of 4 MHz and 
a full-width at half maximum (FWHM) of 100%. All the elements have an approximate size 
of 3x3 mm2 (Fig. 1(b)) while their normal is oriented towards the centre of the sphere, thereby 
also providing good sensitivity for all detection elements in the region of interest (ROI) 
located around centre of the sphere. Since the sensitivity of the individual elements is space- 
and frequency-dependent, it is thus also conditioned by the size and shape of the optoacoustic 
sources. Considering that the acoustic pressure is integrated on the active surface of the 
transducer elements, the sensitivity field S(r’) (in modulus) of an element for a given 
frequency f can be estimated by considering a monochromatic acoustic wave as 
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where k=2πf/c is the wavenumber, c is the speed of sound in the medium and Δrj the area 
associated to position rj on the active surface of the transducer. Figure 1(d) shows the 
combined sensitivity field calculated as superposition of the sensitivity fields for all the 
elements at three different frequencies within the available detection bandwidth. Considering 
that optoacoustic reconstruction is generally based on integrating contributions from all the 
sensors (as for instance is done in back-projection algorithms), the combined sensitivity field 
establishes an estimate of the size of the effective imaging region. Figure 1(e) displays the 
FWHM values of the size of the combined sensitivity field at various ultrasonic frequencies. 
Naturally, the effective imaging region can be expanded by reducing the size of the individual 
detection elements. However, relatively large elements are generally required to provide an 
acceptable signal-to-noise ratio (SNR) for dynamic hand-held deep tissue imaging, for which 
no signal averaging can be applied for noise suppression. 



 

Fig. 1. The portable spherical array probe for volumetric real-time optoacoustic imaging. (a) 
Side view of the location of the transducer elements (blue points) and the corresponding 
effective imaging region of the array (red square). (b) Top-view showing the shape of the 
individual piezoelectric detection elements. (c) Frequency response of the individual elements 
for a point source located in the centre of the spherical surface. (d) Combined sensitivity field 
for three different acoustic frequencies. (e) Dimensions of the effective imaging region as a 
function of the frequency emitted by the optical absorbers. (f) Photograph of the probe. 

The size and orientation of the ultrasound transducer array also affect the achievable 
resolution and overall quality of the retrieved images. Figure 2(a) shows a simulated example 
of reconstructions obtained for a certain distribution of optical absorbers. Each absorber 
corresponded to a three-dimensional truncated parabolic distribution with 200 μm diameter, 
for which the optoacoustic signals can be calculated analytically [28]. Three different 
scenarios were taken into account for the reconstruction, which was done with a model-based 
inversion algorithm [30]. In the first case, the analytical pressure signals for the central 
positions of the array elements were considered. Secondly, the same signals were taken but 
after convolving them with the electrical impulse response of the detectors. Finally, the 
reconstruction was done using the averaged pressure signals on the surface of the elements. 
The results of the reconstructions for these three cases are showcased in Figs. 2(b)-2(d) 
respectively, from which it becomes clear that certain image distortions are produced even 
when using ideal analytical signal shapes. This is due to the limited angular coverage of the 
array, which is considered inevitable when imaging large volumes with the imaging region 
only accessible from one side, as it usually occurs in the case of hand-held human imaging. 
Nevertheless, the effective angular coverage is in fact maximized with the spherical 
distribution of elements oriented towards the imaging region, so this configuration is superior 
to linear or planar array arrangements with respect to limited-view image artefacts. 
Figures 2(c)-2(d) further showcase that the effects of the transducer response can further 
distort the images and negatively affect the achievable resolution, if point detectors with 
infinite bandwidth are assumed for the reconstructions [31]. Other acoustic propagation 
effects such as acoustic attenuation also reduce the attained resolution, although distortions for 
low frequencies mainly arise due to non-ideal transducer characteristics [32]. 



 

Fig. 2. Simulated optoacoustic reconstructions of parabolic optical absorbers. The images 
represent cross-sections in the plane y=0. (a) Theoretical distribution of the optical absorbers. 
(b) Reconstruction obtained by assuming point detectors. (c) Reconstruction obtained with 
point detectors by further convolving the detected pressure variation with the impulse response 
of the transducer elements. (d) Reconstruction obtained by averaging the detected pressure 
variations over the effective active area of the elements. 

2.2. Experimental description 

The optical excitation for the hand-held probe is provided via a custom-made silica fused-end 
fibre bundle (CeramOptics GmbH, Bonn, Germany) guided through a cylindrical cavity in the 
centre of the array. The individual fibres at the output end are randomly distributed with 
respect to the input of the fibre bundle, so that the output beam can be approximated as 
Gaussian with a numerical aperture of 0.22. This leads to a beam width (full-width at half 
maximum) of approximately 10 mm at a distance of 30 mm within water medium (refraction 
index 1.33), which is approximately where the surface of the tissue is located. This is 
consistent with the beam size and shape observed experimentally. The efficiency of light 
coupling through the fibre bundle is approximately 75%, mainly due to input coupling losses 
and reflections at the output end. A short-pulsed (<10 ns duration) wavelength-tunable (690-
900 nm) optical parametric oscillator (OPO) laser (Phocus, Opotek Inc., Carlsbad, CA) with 
pulse repetition rate of 10 Hz is used as an optical source. The 256 optoacoustic signals are 
simultaneously acquired with the spherical transducer array while the signals are sampled at 
40 megasamples per second using analog to digital converters. The signals are transmitted in 
real time to a PC workstation that performs deconvolution with electrical impulse response of 
the detectors [33], band-pass filtering with cut-off frequencies between 200 kHz and 7 MHz 
and image reconstruction using the model-based approach. For acoustic coupling, the probe is 
either fully immersed into a water tank or a transparent polyethylene membrane 
(approximately 10 μm thickness), which contains a matching fluid, is used instead for hand-
held operation. 

Several experiments were subsequently performed to characterize the optoacoustic probe 
design and evaluate its performance for real-time volumetric imaging in deep tissues. For 
experimental determination of resolution of the system, a polyethilene microsphere with an 
approximate diameter of 50 μm (Cospheric BKPMS 45-53um) was used. The sphere was then 
moved to approximately the same set of positions that was previously simulated in Fig. 2. The 
reconstruction was done with the model-based inversion algorithm [30]. The illumination 
wavelength was set to 750 nm corresponding to the maximum power of the laser. 



Two additional experiments were done to showcase the dynamic imaging capabilities of 
the system. In the first one, we monitored injection of mouse blood into a polyethylene tubing 
with an inner diameter of 0.6 mm. The tube was placed at 15 mm depth within tissue 
mimicking medium that consisted of an agar matrix (1.3% agar by weight) containing 0.002% 
by volume of black India ink and 1.2% by volume of Intralipid to simulate a standard 
background absorption coefficient (μa=0.2 cm-1) and reduced scattering coefficient 
(μ’s=10 cm-1) in biological tissues (Fig. 4(a)). In the second experiment, the system was used 
in a hand-held operation mode for imaging an arm and forearm of a healthy volunteer. In all 
cases, the illumination was set to 800 nm corresponding to the isosbestic point of 
haemoglobin. 

3. Results 

Results of the experimentally determined resolution of the system are displayed in Fig. 3. As a 
representative example, three different cross-sectional views of the images obtained for the 
microsphere located in the centre of the spherical surface can be seen in Figs. 3(a)-3(c) along 
with three one dimensional profiles normal to the cross-sectional planes. From the image 
reconstructed at each location of the microsphere, the resolution in x, y and z is estimated from 
the dimensions of a cuboid enclosing all the points with the reconstructed absorption higher 
than half the maximum value (after also subtracting the microsphere’s diameter from the 
cuboids’ dimensions). Figs. 3(d)-3(f) display the estimated resolution in x, y and z directions 
as a function of the position of the microsphere. In this way the best achievable resolution was 
estimated in the order of 200 μm. It is important to notice that these values correspond to 
propagation of the ultrasonic waves in a uniform acoustic medium (water). If acoustic 
heterogeneities are present, the resolution is generally reduced so that an additional algorithm 
might be necessary in order to at least partially recover for deterioration of the image quality 
[34]. 

 

Fig. 3. Experimental determination of the spatial resolution. (a) Cross-section (normal to the z 
axis) from the reconstructed volumetric image of a 50 µm diameter sphere located in the centre 
of the sphere. (b) Cross-section normal to the y axis. (c) Cross-section normal to the x axis. The 
insets show the corresponding one-dimensional profiles in the direction normal to the cross-
sectional planes (the position of the profiles are indicated with a red dot). The estimated 
resolution for the z, y and x directions are plotted in (d), (e) and (f) as a function of the position 
of the microsphere on the x and z axes. 

Figure 4 shows the results of the blood injection experiment. In particular, the 
reconstructed three-dimensional transparency views for 8 different time instants are shown in 



Fig. 4(b). The results clearly indicate the feasibility of real-time monitoring of dynamic events 
in three dimensions, e.g. for monitoring blood perfusion in deep-seated structures. The 
dynamic imaging performance can be best visualized in a video file available in the online 
version of the journal (Media 1), showing the entire sequence of frames for a duration of 35 s. 

Finally, results corresponding to the hand-held human imaging experiment are displayed 
in Fig. 5. The volumetric images correspond to a single-shot illumination, i.e. no signal 
averaging was performed. The images are normalized with an exponential decay function 
along the z (depth) direction to provide first-order correction for the effects of light 
attenuation in deep tissues. In Fig. 5(a) the images are presented with three-dimensional 
transparency maps while Fig. 5(b) shows the maximum intensity projections (MIP) views 
along the lateral (radial) x direction. Due to exponential normalization versus depth, the 
images are increasingly afflicted with noise as the depth increases. Nevertheless, blood 
vessels, located at depths beyond 1.5 cm in highly scattering and absorbing muscle tissue, can 
be clearly identified with a good signal-to-noise ratio, showcasing the deep tissue real-time 
imaging capacity of the probe. 

 

Fig. 4. Real-time monitoring of blood injection into a tube located approximately at 15 mm 
depth within a phantom mimicking optical and acoustic properties of soft tissues. All images 
were acquired with a single laser pulse without signal averaging. (a) Schematic representation 
of the experimental set-up. (b) Reconstructed images (represented as three-dimensional 
transparency views) for eight different time instants (See Media 1). 



 

Fig. 5. Hand-held imaging experiment in a human volunteer. The images were acquired with a 
single laser pulse without signal averaging. (a) Three-dimensional transparency view of two 
different tomographic reconstructions. (b) Maximum intensity projections along the x direction. 
Vessels at a depth of more than 1.5 cm are clearly visible. 

4. Discussion and conclusions 

In this work, an optoacoustic probe for volumetric deep tissue imaging, has been presented 
and characterized. The proposed hand-held design is in fact the key aspect of the newly 
introduced approach as it allows convenient handling of both pre-clinical experiments as well 
as clinical measurements. The solution therefore uses a transparent membrane in order to 
allow efficient coupling of the optoacoustically-generated waves to the ultrasonic detectors 
while avoiding direct contact of the imaged object with the coupling medium. Yet, the hand-
held arrangement imposes additional requirements. When the measurement head is held by 
hand and not fixed relative to the object, the images must be acquired in real-time without 
signal averaging (single pulse acquisition) in order to avoid motion artefacts. Herein the 
specific arrangement of illumination and detection elements has been optimized for high-
performance hand-held operation and rendering three dimensional images in real time. In 
particular, maximal size and appropriate orientation of the ultrasonic transducers are essential 
to efficiently collect the optoacoustic signals generated in the imaging region. The three-
dimensional acquisition and reconstruction approach further helps to increase the effective 
tomographic coverage and significantly reduce image artefacts associated with the limited-
view problems, which may also assist with making the images more quantitative and identify 
the correct shape and size of structures within tissues. 

The geometrical characteristics of the ultrasonic array employed to collect the signals are 
optimized for deep tissue imaging. Thereby, the piezoelectric elements are densely distributed 
on the surface of a sphere and oriented towards its centre. This configuration maximizes the 
signal-to-noise ratio for signals generated in the imaged region around the centre of the 
sphere, as all the elements are highly sensitive in this area. In addition, the good sensitivity of 
large number of elements in the imaged region maximizes the effective tomographic 
coverage, thus minimizing again the negative effects of limited-view reconstructions. On the 
other hand, the concentric illumination design also helps increasing the light intensity 
reaching the imaged region, in contrast to other hand-held optoacoustic probe designs in 



which optical excitation is provided on the lateral sides of a linear ultrasonic array, thus most 
light is deposited outside the imaged plane. 

Depending on the characteristic size and distribution of optical absorbers of interest, the 
current design supports a relatively small effective field of view on the order of 15 mm in the 
axial direction and 10 mm in the radial (lateral) directions. By increasing the number of 
detection elements and consequently decreasing their size, the field of view can be increased. 
However, this may lead to decreased sensitivity of the individual elements, which could 
eventually compromise the real-time imaging capabilities of the probe, especially in deep 
tissue areas. 

The experimental results clearly indicate feasibility of rendering three-dimensional images 
without signal averaging, i.e. imaging at 10 frames per second has been achieved. The three 
dimensional real-time imaging capability may indeed accelerate clinical observations, reduce 
motion artefacts and enable important new applications, such as dynamic tracking of 
hemodynamic and other functional events, circulating cells, etc. Even though for most bio-
imaging applications such volumetric imaging rate can be considered sufficient for tracking 
dynamic events with characteristic time constants down to about a few hundreds of 
milliseconds, the system can in principle support significantly higher imaging rates, provided 
the appropriate high repetition pulsed laser technology and data processing capacities become 
available. Higher frame rate would naturally allow further reducing motion artefacts and 
enabling tracking of even faster physiological events, e.g. fast heart beat or stimuli. Finally, by 
imaging at multiple optical wavelengths, the capabilities of the system can be significantly 
expanded to include the possibility of resolving spectrally-distinct functional markers and 
dynamic tracking of extrinsically-administered contrast agents. This may e.g. enable high 
resolution real-time blood oxygenation measurements and improve sensitivity and specificity 
of pharmacokinetic or targeted molecular imaging studies. 
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