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Abstract. The collection of methods known as „data mining‟ offers methodo-

logical and technical solutions to deal with the analysis of medical data and the 

construction of models. Medical data have a special status based upon their ap-

plicability to all people; their urgency (including life-or death); and a moral ob-

ligation to be used for beneficial purposes. Due to this reality, this article ad-

dresses the special features of data mining with medical data. Specifically, we 

will apply a recent data mining algorithm called FuzzyPred. It performs an un-

supervised learning process to obtain a set of fuzzy predicates in a normal form, 

specifically conjunctive (CNF) and disjunctive normal form (DNF). Experi-

mental studies in known medical datasets shows some examples of knowledge 

that can be obtained by using this method. Several kind of knowledge that was 

obtained by FuzzyPred in these databases cannot be obtained by other popular 

data mining techniques. 
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1 Introduction 

Human medical data are at once the most rewarding and difficult of all biological data 

to mine and analyze [1]. Most of the people have some of their medical information 

collected in electronic form or at least in hard copy. This data may be collected from 

interviews with the patient, laboratory data, and the physician‟s observations and 

interpretations. These subjects generate vast volumes of data that can help to do a 

diagnosis, prognosis, and treatment of the patient and for that reason cannot be ig-

nored.  Thus, there is a need to develop methods for efficient mining in databases. 

 

Data mining can be seen as a process that uses (novel) methods and tools to ana-

lyze large amounts of data. It has been applied with success to different fields of hu-

man endeavor, including marketing, banking, customer relationship management, 
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engineering and various areas of science [2]. However, its application to the analysis 

of medical data has gained growing interest. This is particularly true in practical ap-

plications in clinical medicine which may benefit from specific data mining ap-

proaches that are able to perform predictive modeling, to exploit the knowledge avail-

able in the clinical domain and to explain proposed decisions once the models are 

used to support clinical decisions [3]. 

 

In [4, 5] was proposed a singular way of extracting interesting knowledge from da-

tabases, called FuzzyPred. This approach restricts the representation of knowledge to 

a predicate in normal form. We believe that this kind of knowledge representation 

may be considered as a generalization, e.g. a conditional rule AB is equivalent to 

the predicate ¬A B. Moreover FuzzyPred can generate some interesting patterns 

that are impossible to be obtained by using other methods, e.g. (B) or (not B and C) or 

(D).  

 

FuzzyPred integrates fuzzy set concepts and metaheuristic algorithms to search for 

logic predicates in a given data set [4]. The learning process is not supervised. We 

aim at evaluating how this technique can be applied on medical data and how they 

differ in terms of capabilities of discovering another kind of knowledge. As a result, 

this paper focuses on demonstrating its applicability in some medical datasets. 

 

The paper presents a data mining study of medical data and it is organized as fol-

lows. Section 2 is an overview of knowledge discovery process and the related ap-

proaches with FuzzyPred. Section 3 is dedicated to explain FuzzyPred. Section 4 

gives a brief overview of the implementation of FuzzyPred.  A detailed description of 

the medical data we have used, the setup of all experiments and the results can be 

found in Section 5. Conclusions and proposal of future work are given in Section 6. 

2 Preliminaries  

Knowledge discovery in databases (KDD) is a non-trivial process of identifying valid, 

novel, potentially useful and ultimately understandable patterns from large collections 

of data [2]. This process consists of several distinct steps and Data mining (DM) is the 

core step, which results in the discovery of hidden but useful knowledge from mas-

sive databases. DM tasks can be classified to tasks of description and prediction. The 

aim of description tasks is to find human-interpretable patterns and associations. On 

the other hand, the prediction task involves finding possible future values and/or dis-

tributions of attributes. Although the goals of them may overlap, the main distinction 

is that prediction requires the data to include a classification variable [6]. 

 

Over the last few years, the term data mining has been increasingly used in the 

medical literature [1, 3]. It is important in medical data mining, as well as in other 

kinds of data mining, to follow an established procedure of knowledge discovery, 

from problem specification to application of the results. The important issues are the 

iterative and interactive aspects of the process.  



We list here some of the most commonly used data mining methods [6, 7]:  

 Decision tree is a knowledge representation structure consisting of nodes and 

branches organized in the form of a tree such that, every internal non-leaf node is 

labeled with values of the attributes. It can be used to classify an unknown class 

data instance. Most current data mining suites include variants of C4.5 and CART 

decision tree induction algorithms; for instance Weka, Orange, KNIME. 

 Rule induction is the process of extracting useful „if -then‟ rules from data based 

on statistical significance. The antecedent (IF) contains one or more conditions 

about value of predictor attributes whereas the consequent (THEN) contains a pre-

diction about the value of a goal attribute. It may be constructed from induced de-

cision trees (as in the C4.5) or can be derived directly (Apriori algorithms).  

 Clustering attempts to look for groups (clusters) of data items that have a strong 

similarity to other objects in the same group, but are the most dissimilar to objects 

in other groups. Popular clustering techniques include k-means clustering and ex-

pectation maximization (EM) clustering. 

As shown below, the most conventional data mining algorithms identify the rela-

tionships among transactions using specific knowledge representation model (rules, 

trees, clusters). For that reason, the choice of the knowledge extraction method influ-

ences considerably the possible ways of knowledge representation. A final user is 

concerned with understanding and comprehending the extracted knowledge and that 

is where the form of knowledge representation plays an important role (depending on 

their potentialities and limitations).  

 

Specifically, in order to obtain predicates (statement that may be true or false de-

pending on the values of its variables), two main approaches are relevant from the 

literature: 

 Inductive Logic Programming (ILP) [8]: ILP induces hypotheses from observa-

tions (examples) and synthesize new knowledge from experience. It needs a set 

of observations (positive and negative examples), background knowledge and 

hypothesis language. 

 Genetic Programming (GP) [9]: GP is a branch of genetic algorithms. It is an 

automated method for creating a working computer program from a high-level 

problem statement of a problem. The learning is supervised. It exclusively uses 

genetic algorithms. 

 

Recently, the fuzzy set theory [10] has been used more and more frequently in in-

telligent systems because of its simplicity and similarity to human reasoning. Specifi-

cally fuzzy mining methods for extracting implicit generalized knowledge from trans-

actions stored are evolving into an important research area. It integrates fuzzy-set 

concepts and generalized data mining technologies to achieve this purpose. The 

mined patterns are expressed in linguistic terms, which are more natural and under-

standable for human beings. Several fuzzy learning algorithms (AprioriTid, Fuzzy 

ID3, Fuzzy C-Mean) for inducing patterns from given sets of data have been designed 

and used to good effect with specific domains [11, 12, 13, 14].  

 



In general, several models of knowledge are impossible to be obtained by the pre-

vious methods. For instance, in a fuzzy database with variables A, B, C, and D, the 

following knowledge models may not be obtained: 

 • (A and B) or (not B and C) 

• (A and B and not D) 

• (B) or (not B and C) or (D) 

The reason behind this is that the models of knowledge representation in the previous 

methods are limited. Some of these predicates may be part of the antecedent of a rule. 

However, they alone are not obtained as knowledge, and its quality is never calculat-

ed. It is significant to note that predicates can represent useful and valuable 

knowledge that describe the data from experts in various problem domains [15, 16, 

17, 18, 19].  

 

In a Boolean algebra every function can be represented by its Conjunctive Normal 

Form (CNF) and Disjunctive Normal Form (DNF) described by the binary linguistic 

values of true (1) and false (0). CNF is a normalization of a logical formula which is a 

conjunction of disjunctive clauses and DNF is a normalization of a logical formula 

which is a disjunction of conjunctive clauses [20]. It can be defined by the three pri-

mary operators of AND, OR, and NOT without losing any information from the pre-

cise combined concept. This implies that the normal forms in classic logic can be seen 

as general models to represent logic predicates.  

 

Since there is no syntactical difference between formulas in fuzzy logic and formu-

las in two-valued logic, we can easily see that formulas in fuzzy logic can also be 

expressed in conjunctive and disjunctive normal form. In this case, they are valid 

expressions that hold as a matter of degree in the interval of [0, 1] which are bound by 

fuzzy normal forms known as fuzzy disjunctive and conjunctive normal forms [21]. 

Hence, the aim of our proposal is to obtain fuzzy predicates in normal form with high 

truth values, in medical databases.  

3 FuzzyPred 

Typically, a data mining algorithm constitutes some combination of the following 

three components: model, evaluation criteria and search algorithm [12]. The next 

sections describe FuzzyPred following these three components.  

3.1 Model representation  

Data in relational databases are stored in tables, where each row is the description 

of an object and each column is one characteristic/attribute of the object. In this case, 

a fuzzy transaction can contain more than one item corresponding to different labels 

of the same attribute, because it is possible for a single value in the table to match 

more than one label to a certain degree [22]. 

 



The process of converting an input value to a fuzzy value is called "fuzzification" 

and it may be done by using many of the available membership functions. Triangles, 

trapezoidal or left and right shoulder are commonly used because they give good re-

sults and their computation is simple [23]. Fig. 1 shows three examples of a member-

ship functions for the concepts young, mature and old in the interval 0 to 70 years. 

 
Fig. 1. Membership functions for the concepts young, mature and old [24] 

 

The three functions in Fig. 1 define the degree of membership of any given age in 

the sets of young, adult, and old ages. If a man is 20 years old, for example, his degree 

of membership in the set of young persons is 1.0, in the set of adults is 0.35, and in 

the set of old persons is 0.0. If another man is 50 years old, the degrees of member-

ship are 0.0, 1.0, and 0.3 in the respective sets. 

 

To compute this value we need to use the equation according to the type of mem-

bership function used. Fig. 2 shows general equation for linear membership functions, 

defined by four points: a, b, c, d.  

 

Fig. 2. General equation for linear membership functions 

For example, the label young in Fig. 1 represented by left-shoulder set has the 

equation 1. In this case the parameters are: a=b=0, c=20, d=40. 
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Predicates are commonly used to talk about the properties of objects, by defining 

the set of all objects that have some property in common [18]. In general, a predicate 

is a statement that may be true or false depending on the values of its variables. Nev-

ertheless, in fuzzy logic, the strict true/false valuation of the predicate is replaced by a 

quantity interpreted as the degree of truth [25]. Fuzzy predicate may be a tree where 

each internal node may be an operator and each leaf is a fuzzy variable of the data-

base. Besides, each linguistic variable can be associated with adverbs expressed in 

natural language called hedges. Hedges are terms that modify the shape of fuzzy sets. 

They have two main behaviors: reinforcement (such as “very”) and weakening (such 

as "a little") [26]. 

 

In FuzzyPred each predicate is represented as a vector (SC, QC, NF) where the SC 

is a succession of clauses, the QC is the quantity of clauses and NF is the normal 

form. Each clause inside SC represents the attributes (fuzzy variable) and its values. 

We have used a positional encoding where the „i‟ attribute is encoded in the „i‟ gene 

used. When the integer value is „0‟, this attribute is not involved in the predicate, and 

when this part is different to „0‟ this attribute is part of the clause in the predicate. “1” 

indicates that the variable appear normal (x), “2” means that appears affected by the 

negation (1-x), and “3” indicates that the variable is associated to hedge “very”, that 

implies that you need to square the value (x
2
) when you will compute the fitness val-

ue.  Figure 3 shows the scheme of a predicate for one example. 

 

Finally, a predicate is coded in the following way: 

Predicate = (SC, QC, NF)  

SC= C1, Ci,.. Cz     where   z = QC = quantity of clauses 

C = Var1, Var,.. Vary    where y is the number of attributes in the dataset 

QC= i    where  i>0 

NF = {0 if CNF, 1 if DNF} 

 

 

Fig. 3. Encoding of a predicate 

3.2 Evaluation criteria 

All techniques require a suitable measure to capture the correct model. In FuzzyPred 

there is only one measure to evaluate the quality of the fuzzy predicates: Fuzzy Predi-

cate Truth Value (FPTV) (see Equation 2-7 and Table 1) [15, 18, 27]. It depends on 

the number of clauses (z), variables (y) and records (x) of the data set. Table 1 gives a 

list of symbols used in this paper to define the formula. 

http://en.wikipedia.org/wiki/Property_%28philosophy%29


Table 1. Symbols considered for the formula 

Symbol Definition 

TV (var) Truth Value of the variable 

TV (  clause) Truth Value of the Clause in Conjunction  

TV (  clause) Truth Value of the Clause in Disjunction 

TVC Truth Value of the predicate in CNF for a single tuple 

TVD Truth Value of the predicate in DNF for a single tuple 

FPTV Fuzzy Predicate Truth Value in all database 
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An example of how the predicate (Fig 3) can be evaluated in a small fuzzy database 

can be observed in Table 2. The FPTV is computed by using fuzzy logic operators.  It 

is noteworthy that fuzzy logic does not give a unique definition of the classic opera-

tions as union or intersection. Different operators can be used (e.g. Min-Max [10], 

Compensatory [27-28]). In this case we use a compensatory fuzzy operator [27]: ge-

ometric mean to do a conjunction: (x1 * x2 * ... * x
n
)

 1/n
 and its dual to do a disjunction: 

1- ((1- x1) (1- x2)… (1-xn))
1/n

. In these operators, the associativity is excluded because 

it is incompatible with other desirable properties (idempotent, sensibility). 

Table 2. Evaluation of the predicate step by step 

Fuzzy dataset TVvar 

(Equation 2) 

   (        )   
(Equation 3) 

TVC 

(Eq 5) 

FPTV 

 

A B C D C ¬D A B
2
 C¬D AB

2
 

(C¬D) 

˄(A B
2
) 

 

0 0.4 0 0.2 0 0.8  0 0.64 0.55 0.4 0.47  

0.9 0.6 0 0.8 0 0.2 0.9 0.36 0.10 0.74 0.28  

0.8 0.4 0 0.6 0 0.4 0.8 0.64 0.22 0.73 0.4 0.5 

0.5 1 1 0 1 1 0.5 1 1 1 1  

0.4 0.2 0.6 1 0.6 0 0.4 0.04 0.36 0.24 0.29  

1 0.6 0.2 0 0.2 1 1 0.36 1 1 1  



In Table 2, the first column is the original fuzzy data set. The second one represents 

the TV of all attributes involved in the predicate according to the operator or hedge 

applied (equation 2). For example in the case of ¬D the value is 1-D. Then it is neces-

sary to compute the truth value of each clause in disjunction (equation 3). After, we 

calculate the TVC of complete predicate in each record (equation5). The last step 

consists of applying the universal quantifier in all records (conjunction of the values 

obtained in the previous column).  

 

The value of FPTV is expressed by a real number in the interval [0, 1]. For that reason 

it may be interpreted like a fuzzy value, where „1‟means that the statement is com-

pletely true, and „0‟ means that the statement is completely false, while values less 

than „1‟ but greater than „0 „represent that the statements are "partly true", to a given, 

quantifiable extent. 

3.3 Search algorithm 

In many cases the DM problem has been reduced to purely an optimization task: find 

the patterns that optimize the evaluation criteria. Metaheuristics represent a class of 

techniques to solve, approximately, hard combinatorial optimization problems. Some 

examples of metaheuristics are Hill Climbing (HC) and Genetic Algorithm (GA) [29-

30]. Many successful applications have been reported for all of them. According to 

the “No Free Lunch” [31] it is impossible to say which is the best metaheuristic. It 

depends on the encoding, the objective function as well as the operators.  

 

The global process in FuzzyPred tries to get predicates with high FPTV. The algo-

rithm tries to maximize it as it is shown next: 

BEGIN 

   Predicate Set = Ø 

   Initialize parameters 

   IS = Generate random initial solutions  

   Predicate Set = Predicate Set + IS    

   REPEAT  

   Pc = Generate new solution according to the metaheu- 

   ristic selected 

     If Pc is accepted 

        IS = Pc 

        Predicate Set=Predicate Set + Pc  

   While stop condition is not verified 

   Return Predicate Set   

 END  

The final result of the process is the concatenation of the predicates obtained by 

running the algorithm several times. Besides, FuzzyPred has included a phase of post-

processing in order to improve the readability of the results.  

 



Post-processing makes also possible to visualize and to store the extracted patterns.  

A standard data mining language or other standardization efforts will facilitate the 

systematic development of datamining solutions, to improve interoperability among 

multiple data mining systems and functions, and to use of data mining systems in 

industry and society [7]. 

 

Recent efforts in this direction include Predictive Model Markup Language 

(PMML) created by Data Mining Group [31]. PMML is an XML-based language that 

enables the definition and sharing of predictive models between applications. It is the 

de facto standard to represent predictive models. FuzzyPred exports the set of ob-

tained predicates by using PMML. 

 

FuzzyPred is a new way of obtaining knowledge that uses a different model and 

therefore it was necessary to adapt the original RuleSetModel (the nearest model) 

defined in PMML in order to create a new model called FuzzyPredicateModel. The 

labels "Header" and "DataDictionary" are maintained. In addition, FuzzyPredicate-

Model includes two fundamental labels: "MiningSchema" and "PredicateSet". 

 

The original contributions of FuzzyPred are: 

 The learning process is not supervised.  

 The structure of the knowledge is not totally restricted, but it focuses only on 

fuzzy predicates.  

 It represents a more flexible structure to allow each variable to take more than 

one value, and to facilitate the extraction of more general knowledge.  

 Fuzzy logic contributes to the interpretability of the extracted predicates due to 

the use of a knowledge representation nearest to the expert.  

 It is possible to use different fuzzy operators to calculate the truth value of the 

predicate (although compensatory is privileged because it has demonstrated to be 

highly efficient in the context of decision making).  

 There is more than one search method (metaheuristics) available. 

4 Implementation of FuzzyPred 

Commercial data mining software is sometimes prohibitively expensive and the alter-

nate open source data mining softwares are gaining popularity in both academia and 

in industrial applications. The Konstanz Information Miner (KNIME) [33] is a modu-

lar environment which enables easy visual assembly and interactive execution of a 

data pipeline. It is designed as a teaching, research and collaboration platform, which 

enables easy integration of new algorithms, data manipulation or visualization meth-

ods as new modules or nodes. 

 

For that reason FuzzyPred was implemented in Java as a plugging in KNIME. Its 

user-friendly graphical workbench allows assembly of nodes for the entire analysis 

process. A flow usually starts with a node that reads in data from some data source. 



Imported data is stored in an internal table-based format consisting of columns with a 

certain (extendable) data type (integer, string, etc.) and an arbitrary number of rows 

conforming to the column specifications. These data tables are sent along the connec-

tions to other nodes that modify, transform, model, or visualize the data.  

 

Modifications can include handling of missing values, filtering of column or rows, 

oversampling, partitioning of the table into training and test data and many other op-

erators. The node for transforming data (including the definition of membership func-

tions) used Xfuzzy 3.0 [34]. Xfuzzy has been entirely programmed in Java and it is 

composed of several tools that cover the different stages of the fuzzy design.  Specifi-

cally, we used Xfedit because the graphic interface of this tool allows the user to cre-

ate and to publish the membership functions for each attribute using linguistic hedges 

as well as new fuzzy operators defined freely by the user.  

 

The node for running the metaheuristics algorithms use an open source library 

called BICIAM [35]. It is a software tool for the resolution of combinatorial optimiza-

tion problems by using generic algorithmic skeletons implemented in Java. It employs 

a unified model of metaheuristics algorithms, which allow us to define the problem 

only one time and execute the available algorithms many times. The node for visual-

izing the predicates obtained is supported in the tool SpaceTree [36]. 

 

The advantages are that each node stores its results permanently and thus workflow 

execution can easily be stopped at any node and resumed later on. Intermediate results 

can be inspected at any time and new nodes can be inserted and may use already cre-

ated data without preceding nodes having to be re-executed. The data tables are stored 

together with the workflow structure and the nodes' settings. 

5 Experiments 

In this section we show the application of FuzzyPred to the analysis of public medical 

data, which comes from UC Irvine Machine Learning Repository 

(http://archive.ics.uci.edu/ml/). In particular we applied FuzzyPred to mine the da-

tasets described in Table 3. These databases were selected taking into account their 

diversity, in terms of: pathology, number of attributes, types of attributes, total of 

tuples. In the third column of the table, (R / I / N) means (Real / Integer / Nominal).  

 

In this study we aim at showing how the method could be suitably used to extract 

meaningful patterns that characterize the databases, highlighting interesting frequent 

associations. Membership functions for fuzzy sets can be defined in any number of 

ways [22]. The shape of the membership function used defines the fuzzy set and so 

the decision on which type to use is dependent on the purpose. Its choice is the sub-

jective aspect of fuzzy logic, it allows the desired values to be interpreted appropriate-

ly [23]. 

 

http://archive.ics.uci.edu/ml/


Table 3 Datasets considered for the experimental study 

Databases Description Attributes 

(R / I / N) 

Records 

BreastCancer 

Wisconsin 

(BC) 

It contains cases from a study that was 

conducted at the University of Wisconsin 

Hospitals, Madison, about patients who 

had undergone surgery for breast cancer. 

The task is to determine if the detected 

tumor is benign or malignant. 

(0 / 9 / 0) 699 

Dermatology 

(D) 

The differential diagnosis of erythemato-

squamous diseases is a real problem in 

dermatology. Patients were evaluated 

clinically and histopathologically with 34 

features. 

 

(0 / 33 / 0) 

 

366 

Postoperative 

(P) 

The goal of this database is to determine 

which patients in a postoperative recov-

ery area should be sent to another area: I 

- Intensive Care Unit, S - go home and 

A- general hospital floor. Because hypo-

thermia is a significant concern after 

surgery, the attributes correspond roughly 

to body temperature measurements. 

(0 / 0 / 8) 90 

Heart (HT) 

This dataset is a heart disease database. 

The task is to detect the absence or pres-

ence of heart disease. 

(1 / 12 / 0) 270 

Mammographic 

(M) 

The data was collected at the Institute of 

Radiology of the University Erlangen-

Nuremberg between 2003 and 2006. This 

data set can be used to predict the severi-

ty (benign or malignant) of a mammo-

graphic mass lesion. 

(0 / 5 / 0) 961 

 

To develop demonstrative experiments, we extracted randomly three attributes 

from each database (in order to facilitate the interpretation), but you can also use more 

without limitation. The corresponding fuzzy sets related to the linguistic labels for 

each variable are specified through the corresponding membership functions. They 

were defined using mainly a partition with trapezoidal membership functions defined 

by a lower limit a, an upper limit d, a lower support limit b, and an upper support 

limit c, where a < b < c < d.  The linguistic label used for each attribute to create the 

mining view was also taken by random choice (using the negation operator and hedg-

es we can obtain the others in some way). In Table 4 the columns represent: D- data-

base, LL- linguistic labels used, and a-d parameters for fuzzification.  



Table 4. Definition of linguistic labels 

D LL a b c d 

BreastCancer 

Wisconsin 

(BC) 

Clump.Little 1.0 1.0 4.6 6.4 

CellShape.High 4.6 6.4 10.0 10.0 

Mitoses.Little 1.0 1.0 4.6 6.4 

Dermatology 

 (D) 

             Erythema.Little 0.0 0.0 1.2 1.8 

Eosinophils.High 1.2 1.79 3.0 3.0 

Scaling.High 1.2 1.79 3.0 3.0 

Postoperative 

(P) 

IntTemp.High  1 if x=high   0 if x=low or mid 

SurfTemp.Mid  1 if x=mid    0 if x=low or high    

OxySat.Excellent 1 if x=excellent    0  if x=good 

Heart (HT) Age.Young 29 29 38 45 

ExerciseInduced.Few 0.0 0.0 0.2 0.4 

MaxHeartRate.High 71 150 202 202 

Mammographic 

(M) 

Age.Young 18 18 35 50 

Density.High 2.2  2.8 4.0 4.0 

Severity.Benign  1 if x=0    0  if x=1 (malignant) 

 

The following values have been considered in each experiment: 

 Metaheuristics used for mining fuzzy predicates: HC, GA 

 Genetic parameters: 20 individuals, 0.9 as crossover probability, 0.5 as mutation 

probability, single point crossover, uniform mutation.  

 30 repetitions were executed, each one with a maximum number of 500 iterations. 

 Geometric Mean and its dual [26] were used to evaluate the predicates. 

 

The algorithm returns several solutions in each run. Therefore, we show in Table 5 

some representative solutions for each problem. The first column in Table 5 (Fuzzy 

Predicated Identifier, FPId) corresponds to an identifier associated with a predicate. 

The first part of the FPId identifies the corresponding database, e.g. D2 is a predicate 

obtained from the database Dermatology (D). The second column is the predicate 

using the linguistic labels defined previously in Table 4. Finally, it appears the com-

putation of FPTV.  

Table 5. Examples of interesting fuzzy predicates 

FPId Predicate FPTV 

BC1 CellShape.High  or  not Mitoses.Little 0,99 

BC2 Clump.Little  or  Mitoses.Little 0,95 

BC3 Clump.Little  or  CellShape.High or  (not Mitoses.Little) 0,93 

D1 Erythema.Little  or  not Eosinophils.High  or  Scaling.High 1 

D2 Erythema.Little or  (not Eosinophils.High) or   

(not Scaling.High) 
1 

D3 not Erythema.Little  or  (not Eosinophils.High ) or  (not Scal-

ing.High) 
1 

P1 (not IntTemp.High)  or  (not SurfTemp.Mid)  or   1 



(OxySat.Excellent) 

P2 (very IntTemp.High) or (SurfTemp.Mid) or (OxySat.Excellent) 1 

P3 (not IntTemp.High)  or  (SurfTemp.Mid)  or   

(not OxySat.Excellent) 
0,87 

HT1 (not ExerciseInduced.Few)  or  (MaxHeartRate.High) 1 

HT 2 (Age.Young) or  (not MaxHeartRate.High) 0,98 

HT 3 (Age.Young) or  (not ExerciseInduced.Few)  or   

not MaxHeartRate.High 
0,97 

M1 (Severity.Mild)  and  (Density.High)  and   

(not Density.High  or  not Severity.Mild) 
1 

M 2 (Density.High  or  not Severity.Mild) 1 

M 3 (not Age.Young  or  not Density.High  or Severity.Mild) 0,87 

 

According to the results shown in Table 5 we can state the following conclusions 

about each database taking two predicates as examples: 

 In the database Breast Cancer Wisconsin the Clump is Little or Mitoses is 

Little (BC1). On the other hand the Mitoses is not Little or CellShape is High 

(BC2).  

 In the database Dermatology we can affirm with 100% of security that the 

Erythema is Little or Eosinophils is not High  or  Scaling is High (D1).  

 In the database Postoperative the Oxygen Saturation of patients is not Excel-

lent or surface temperature in C is Mid (>= 36.5 and <= 35) or internal tem-

perature in C is not High (< 37). 

 In the database Heart the people are young or the maximum heart rate 

achieved is not High (HT2) 

 In the database Mammographic the Density is High or Severity is Malignant 

(M2).  

 

The objective of this experiment was to show the type of knowledge that can be 

obtained. From the obtained results we can observe that FuzzyPred generates fuzzy 

models with a good quality measure (maximum FPTV in some cases). All this fuzzy 

predicates lets us represent knowledge about patterns of interest in an explanatory and 

understandable form which can be used by the experts in each domain.   

6 Conclusion 

Fuzzy Mining is a useful technique to find patterns in data in the presence of impreci-

sion, either because data are fuzzy in nature or because we must improve their seman-

tics. It can be applied to create knowledge in rich medical environment. In this paper, 

we obtain good patterns through fuzzy predicates which represent dependence be-

tween items in the databases. The experimental results over five datasets highlighted 

the main potentials of the FuzzyPred, such as the opportunity to detect interesting 

relationships that could be implicitly hidden in the data.  

 



Although the method worked well in these experiments, it is just a beginning. 

There is still much work to be done in this field. We will extend our experiments to 

other test data (more attributes and records) to extend the claims made in this paper. 

Besides, we are going to consider the possibility to automate the transformation of the 

fuzzy predicates in normal form to the way that the user desires (rules, groups) for 

better interpretation. It allows us to do some comparison with competing methods. 

Additionally other measures will be considered to evaluate the quality of results. 
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